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Abstract

In this text we describe the calculus of constructions as one of
the most interesting typed lambda calculus. It is a sweet spot in
the design space of typed lambda calculi because it can express an
immense set of computable functions and it can express a large set of
logical propositions including their proofs.

The paper is written in a textbook style. The needed concepts
are introduced step by step and the proofs are layed out sufficiently
detailed for newcomers to the subject. The readers who are familiar
with basic concepts of lambda calculus and computer science can get
a good unterstanding of typed lambda calculus.

For comments, questions, error reporting feel free to open an issue
at https://github.com/hbr/Lambda-Calculus
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1 Introduction

Computation What is a computer? What comes into your mind
if you think of computers? Your laptop, your smartphone? A super-
computer? ... Would you say that a human being is a computer?

Looking 100 years back, computers had not yet been invented. At
least not modern electronic computers. However computers existed.
A computer was a man or a woman who can carry out computations.
The term computer in the meaning of one who computes had been
in use from the early 17th century. The NASA and its predecessor
NACA hired men and women to carry out computations.

A computer had no authority. He/She had to carry out computa-
tions following some fixed rules.

Carrying out computations according to fixed rules had been present
in the whole history of mankind for more than 2000 years. Think of
adding and multiplying numbers, using Gaussian elimination to solve
a system of linear equations, using Newton’s method to find the root
of a nonlinear function etc.

The notion of computing i.e. carrying out some steps according to
fixed rules had been intuitively clear. Whenever somebody said that
he had found a method to calculate something and had written down
a recipe to do it, everyone could check the method by trying to carry
out the computation according to the written rules. If there are no
ambiguities, then the method can be regarded as a general recipe or
an algorithm.

Computability In the early 20th century the question came up:
What is computable? David Hilbert, the famous german mathemati-
cian, challenged the world with his statement that everything which
can be formalized in mathematics must be decidable/computable.
That there is nothing wundecidable or uncomputable. If a computa-
tion or decision procedure had not yet been found, then we have to
try harder until we find the general method.

Looking at the question Is there something uncomputable / un-
decidable? an intuitive understanding of computation is no longer
sufficient. A precise formal definition of computation becomes neces-
sary. Nearly at the same time, three famous mathematicians came up
with formal definitions of computability which could be proved to be
equivalent:

e Kurt Godel’s recursive functions
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e Alan Turing’s automatic machine (today called Turing machine)

e Alonzo Church’s lambda calculus

It can be shown that in this space of computable functions there
are problems which cannot be decided. E.g. the halting problem is
undecidable. There is no function which takes a valid program and
its input as input and returns true if the program terminates on the
input and false if the program does not terminate on the input.

Having a clear and formal definition of computability, many prob-
lems have been proved to be unsolvable by computation.

In this paper we look only into lambda calculus, because lambda
calculus is not only a universal model of computation like the other
two, there is much more in it.

Let’s see what this more is. There is something unsatisfactory in
lambda calculus which led to significant improvements.

Typing Since lambda calculus or more specifically the untyped
lambda, calculus is a universal model of computation, it is possible
to do all possible computations at least theoretically in lambda calcu-
lus. Define boolean values and functions, define natural numbers and
functions on natural numbers, define pairs of values, list of values,
trees of values and all functions on this data. There is no limit.

However it is possible to express terms which are completely use-
less.

e You can feed a string to a function which expects a natural num-
ber as argument.

e You can write expressions which implement a non terminating
computation.

Modern programming languages solve the first problem by adding
a type to each argument of a function and a type to the result of
a function. The second problem is usually not addressed in modern
programming languages. In nearly all mainstream programming lan-
guages infinite loops are possible.

Computation and Logic Alonzo Church added types to his lambda
calculus. But his main intention was not to avoid silly expressions.
He wanted typed lambda calculus to be a model for logic. This first
attempt only described propositions in the lambda calculus. More so-
phisticated typed lambda calculi laid the basis for the Curry-Howard



isomorphism. The Curry-Howard isomorphism connects two seem-
ingly unrelated formalisms: computations and proof systems.

The types in computations are connected to propositions in logic
via the Curry-Howard isomorphism. The terms of a certain type are
proofs of the corresponding proposition. A proof of an implication
A = B is a function (i.e. a computation) mapping a proof of A i.e.
a term of type A to a proof of B i.e. a term of type B. The identity
function is a proof of A = A.

A proof of A A (A = B) = B the modus ponens rule is nearly
trivial in this computation analogy. It is a function taking two argu-
ments. It takes an object a of type A and a function f of type A = B
and it returns an object of type B by just applying f to a.

However if we want lambda calculus to be a model for logic and
proof systems, then termination becomes crucial. Proofs must be
finite. An infinite proof makes no sense. Nobody can check the cor-
rectness of an infinite proof.

In the computational world the definition of a function directly in
terms of itself e.g. f(z : A) : B := f(x) is well-typed but useless.
Calling f with an object a of type A ends up in an infinite recursion.

The counterpart of this nonterminating function f in logic is a
proof of A = B which uses a proof of A = B. This circular logic
is not allowed. Proofs which use circular logic are not well-formed.
Anything can be proved by using circular logic.

Typed Lambda Calculi The untyped lambda calculus can be
extended to many forms of typed lambda calculus which serve both as
model of computation and a model of logic i.e. they avoid silly terms
and they guarantee termination.

We come from untyped lambda calculus to typed lambda calculus
by adding type annotations. Type annotations are necessary only to
check that terms are well-typed. After type checking, types can be
thrown away. This is called type erasure. We distinguish between
computational objects and types (i.e. non computational objects).

In this paper we treat the Calculus of Constructions as a typed
lambda calculus which is a good model of computation and logic at
the same time. The way from untyped lambda calculus to the calculus
of constructions can be seen as having four steps:

1. Simply typed lambda calculus: The types have no structure. A
type is a type variable. We have type variables {U,V,W,...}



and arbitrary functions formed over the type variables { U — U,
U—-V,U—= (V- W), ...} The computational power of
simply typed lambda calculus is fairly limited. But it is already
a model for the implicational fragment of natural deduction.

. Polymorphic functions (System F ): In the simply typed lambda
calculus it is not possible to express the identity function which
works for arbitrary types. Each type needs its own identity func-
tion. Girard’s System F' allows types as arguments for functions.
Now it is possible to express a polymorphic identity function. It
is a function receiving two arguments. A type and term of this
type. The body of the function just returns the second argument.

This addition of polymorphic functions makes system F' substan-
tially more powerful than simply type lambda calculus. Func-
tions operating on booleans, natural numbers, lists of values,
pairs, trees etc. can be expressed in the calculus. As a logic it
can expresses a proof system for second order intutionistic pred-
icate calculus.

. Polymorphic types i.e. computing types (System F,): System
F already allows polymorphic functions which operate on lists
of a certain element type, pairs of two elements of two different
types, trees of certain element types etc.

However a list of integers and a list of booleans are different
types. In system F' it is not possible to define functions which
take type arguments and return type results. E.g. it is not
possible to define a function L which takes an element type A as
argument and returns the type LA of a list where the elements
are of type A.

System F, adds this possibility to compute types. This adds the
necessity to add types of types. It is necessary to express how
many arguments a type function takes. The arguments might
be types or type functions. The Haskell programming language
which is based to some extent on system F,, adds kinds. The
kind * is the type of a type. The kind * — * is the type of a
type function which takes a type argument a returns a type. The
kind (% — *) — * takes a type function and returns a type etc.

. Dependent types (calculus of constructions): We need another
dimension to express interesting logical propositions. We want
to express the proposition that a certain number is a prime num-
ber. Propositions are types in the Curry-Howard isomorphism,
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therefore this proposition is a type. However a number is cer-
tainly a computational object. In order to express the predicate
1s prime we need functions which map a number to a proposition
i.e. a type.

Now we can express the proposition which states that all ob-
jects x of a certain type A have a certain property P i.e. the
proposition V(x : A).Pz. Pz is a type which depends on the
computational object x. Therefore it is called a dependent type.

A proof of the proposition V(x : A).Px is a function which takes
an object z of type A and returns an object of type Px. In the
calculus of construction we express the proposition V(z : A).Px
as the type Iz#.Pz.

The calculus of constructions has enormous computational power
and is very expressive as a logic and proof system. Therefore it is a
sweet spot in the design space of typed lambda calculi.

This Paper In this paper we introduce the calculus of construc-
tions.

e Section Basic Mathematics [2] describes the basic mathematics
needed to understand the following chapters. It is important to
understand the used logic notation and the form of induction
proofs. In type theory induction proofs on inductively defined
sets and relations are used excessively. Therefore a special lay-
out has been chosen to present such proofs and figure out the
induction hypotheses clearly.

e In section The Calculus 3] the calculus of constructions is ex-
plained. It defines the terms of the calculus, the contexts to give
types to free variables, the basic computation steps and term
equivalence.

e Section Confluence [ proves an important property of the calcu-
lus: Uniqueness of results. The computation steps in the calculus
are nondeterministic. At each state of the computation which
is not a final state different steps might be possible. The prop-
erty of confluence guarantees that all computation paths starting
from a term can be joined and that the final result (if it exists)
is unique.

e Section Typing [5] introduces the typing relation and proves im-
portant properties about this relation. The typing relation de-
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fines the well-typed terms. Terms in the calculus formed accord-
ing to section The Calculus|3|are well-formed, but not necessarily
well-typed. In order to be well-typed they have to be valid terms
in the typing relation.

Section Proof of Strong Normalization [6; This section contains
the proof that all well-typed terms in the calculus of construc-
tions are strongly normalizing. I.e. Every well-typed term re-
duces in a finite number of computation steps to a normal form
which is the result of the computation.

The proof of strong normalization is rather involved and requires
a lot of machinery to go through. All needed concepts and theo-
rems are explained in detail. Therefore this chapter is the longest
in the paper.

Strong normalization implies consistency when regarded as a
model of a proof system for logic. Consistency in logic means
that it is free of contradictions. A type system is consistent as a
logic if there are types which are uninhabited in the empty con-
text. In the Curry-Howard isomorphism an uninhabited type
corresponds to a proposition which is impossible to prove.

The proof of consistency is the last subsection in this chapter.



2

Basic Mathematics

2.1 Sets and Relations

It is assumed that the reader is familiar with the following concepts:

1.

Basic set notation: Elements of a set a € A, Subsets A C B
defined as a € A implies a € B.

. Endorelations: An (endo-) relation r over the set A is the set of

pairs (a,b) (i.e. 7 € A x A) where a and b are drawn from the
set A. We write (a,b) € 7 more pictorially as a — b.

. n-ary Relations: An endorelation is a binary relation where the

domain and the codomain are the same. An n-ary relation over
the domains A, Ao, ..., A, is a subset from the cartesian prod-
uct A1 X Ag X ... x A,. In this paper we use a ternary relation
as the typing relation.

. An intuitive understanding of the reflexive transitive closure r*

of a relation r, the reflexivity, symmetry and transitivity of a
relation and similar concepts.

. Logic: The logical connectives of conjunction a A b, disjunction

a V b, implication a = b and existential Jz.p(x) and universal
quantication Va.p(z). We use the symbol L for falsity i.e. a
logical statement which can never be proved (a contradiction).

. An intuitive understanding of mathematical functions from the

set A to the set B. I.e. A — B is the set of functions mapping
each element of the set A to a unique element of the set B.

2.2 Logic

We often have to state that some premises p1, p2, ... p, have a certain
conclusion ¢

PLAD2N ... Npp = ¢C

In many cases this notation with logical connectives is clumsy and
not very readable. We use the rule notation

b1
b2

Pn
C
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to express the same fact.
If some variables in logical statements are not quantified, then
universal quantification is assumed.

means Va ﬂ
‘| a€B

ac A
a€B

Assume that a logical statement has more than one variable. The
universal quantification can be expressed at the highest level or pushed
done to the first appearance of the variable. Moreover logical con-
junction is commutative. Therefore the following interpretations are
equivalent.

a€ A
Yab. | be A
a->b
a€ A ac€ A
be A means Va. Vb[bEA}

a>b a>b
be A

. A
Yo Va.[ae }

a->b

All three settings of the universal quantifiers are logically equiva-
lent.

2.3 Inductively Defined Sets

Sets can be defined inductively by rules. E.g. we can define the set of
even numbers by the rules

1. 0 is an even number

2. If n is an even number, then n + 2 is an even number as well.
We write this more formally:

The set of even numbers E is defined by the rules:

1.
0eF
2.
neck
n+2¢eck
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We say that E is the smallest set which satisfies the above rules.

Whenever there is an element m € F it can be in the set only if it
is in the set because of one of the two rules which define the set. 0 is
in E because of the first rule. 2 is in E because of second rule where
n = 0 and 0 is in the set. 4 is in the set because of the second rule
where n = 2 and 2 is in the set.

A number m € E can be arbitrarily big, but it can be in the set
only because of finitely many applications of the rules which define
the set.

2.4 Induction Proofs

With inductively defined sets we can do induction proofs. Let’s say
that we want to prove that all numbers n in E satisfy a certain prop-
erty p(n) i.e. we want to prove

nekl
p(n)

We prove this statement by induction on n € E. Similar to induc-
tion proofs on natural numbers we have to prove

1. 0 satisfies p, i.e. p(0)

2. Every n that satisfies p (i.e. p(n)) must imply that n+ 2 satisfies
p as well (i.e. p(n+2)).

Because the second rule is recursive we get an induction hypothesis.
We write all induction proofs on an inductively defined set in the
following manner:

Theorem: All even numbers n € E satisfy p(n).

nekr
p(n)

Proof: By induction on n € E.

1.
0€E | p(0)

p(0) is valid because ...
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neck ‘ p(n)
n+2eck ‘p(n+2)
In order to prove p(n + 2) in the lower right corner

we assume n € E, p(n), n+2 € E. p(n+ 2) is valid
because . ..

For each rule in the inductive definition of the set we write a ma-
trix. The left part of the matrix is just the rule. The goal is always in
the lower right corner of the matrix. For each recursive premise (i.e.
that some other elements are already in the set we get an induction
hypothesis.

In order to prove the goal in the lower right corner we can assume
all other statements in the matrix.

This schema helps to layout all premises and all induction hypothe-
ses precisely.

As an example we prove that for all even numbers n € E there
exists a number m such that n = 2m using the above schema.

Theorem: For all even numbers n € E there exists a num-
ber m with n = 2m.

nekl
dm.n =2m
Proof: By induction on n € E.

1.
OGE‘EIm.O:Qm

m = ( satisfies the goal.

neE  |Jin=2i
n+2€E|Imn+2=2m

By the induction hypothesis we get a number ¢ which
satisfies n = 2i. Therefore n +2 = 2i +2 = 2(i + 1).
The number m = 7 + 1 satisfies the goal in the lower
right corner.

Note that the name of the bound variable in existential and uni-
versal quantification is arbitrary. It is good practice to choose names
which do not interfere. In the case for the recursive rule we have cho-
sen the different names ¢ and m in the existential quantification. This
makes the prove more readable for humans.
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2.5 Inductively Defined Relations

An (endo-) relation r over the set A is just a subset of the cartesian
product A x A. Le. a relation is just a set which can be defined
inductively. Since inductively defined relations are used excessively
in the paper we explain inductive definitions and induction proofs on
relations as well.

Note that the following is not restricted to binary endorelations
over a carrier set A. It is possibly to define n-ary relations over differ-
ent carrier sets as subset of the cartesian product Ay X Ay X ... x A,
as well. E.g. the typing relation in the calculus of constructions (see
section [5)) is a ternary relation.

As an example we define the reflexive transitive closure of a relation
r inductively.

The reflexive transitive closure r* of the relation r is defined
by the rules

1.
a—a

a’sb
b5 e
—
a—c
It should be intuitively clear that r* is reflexive and transitive.
The first rule guarantees reflexivity and the second rule guarantees
transitivity. While reflexivity is expressed explicitely in the first rule,

transitive is expressed only indirectly in the second rule therefore we
need a proof of transitivity.

Theorem: The reflexive transitive closure r* of the relation
r 1§ transitive

Proof: Assume a — b and do induction on b = ¢.

1.
b blaDb

The goal a = b is trivial because it is an assumption.
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,,.,* T*
b—cy | a— ¢
COL>C

b5 e ‘ar—>c

By the induction hypothesis we have a U co. Together
with the second premise ¢y — ¢ and the second rule in
the definition of r* we get the goal in the lower right
corner.

2.6 Term Grammar

It is possible to define inductive sets by a grammar. E.g. we can define
the set of natural numbers N by the grammar

the number zero
the successor of n

n = 0
o
where n ranges over natural numbers and 0 is a constant.

This grammar defines the natural numbers {0,0",0”,...} as strings
over the alphabet {0, }.

A definition with a grammar is just a special form of an inductively
defined set.

The set of natural numbers N is defined by the rules

1.
0eN
2.
neN
n' €N

If we want to prove that all natural numbers n satisfy a certain
property p we have to prove that 0 satisfies the property (i.e. p(0))
and if n satisfies the property then n’ has to satisfy the property as
well i.e. p(n) = p(n').

This is the classical induction principle on natural numbers. Note
that this is just a special case of the more general induction proof
scheme for inductively defined sets.

An induction proof over terms defined by a term grammar has the
following form:
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Theorem: All natural numbers n have the property p(n).

Proof: By induction on the structure of n:

1. p(0): The goal p(0) is valid because ...
2. p(n'): By the induction hypothesis p(n) is valid. This
implies p(n') because ...

Note that such a proof corresponds one to one to a proof on in-
ductive sets shown above.

Furthermore note that a grammar rule in the term grammar might
be recursive in more than one subterm. In that case we get more than
one induction hypothesis.

2.7 Recursive Functions

In the previous section we have shown that for each definition of a
set with a term grammar there is a corresponding inductive defini-
tion. However with terms defined via a term grammar we can define
recursive functions.

We use the natural numbers defined via a term grammar and define
the recursive function p(n, m) which computes the sum of the numbers

n and m. (n.0)
p(n,0 = n
p(n,m) =
)=y =

The term grammar tells us that we can construct a natural num-
ber by using the number 0 and apply zero or more times the successor
function ’ to it. The recursive function deconstructs the string gener-
ated by the term grammar. Since every term has a finite length the
recursion is guaranteed to terminate.
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3 The Calculus

In this section we introduce the terms of the calculus of constructions
and the way to do computations with them.

Lambda terms in untyped lambda calculus are either variables
x,v,2,..., abstractions Ax.e or applications ab.

The calculus of constructions is a typed lambda calculus where
terms and types are expressed within the same syntax. Since all well-
typed terms must have a type we need types of types. The types of
types in the calculus of constructions are the two sorts P and U.

Since the calculus is typed, all variables must have a type. There-
fore all variables in binders like abstractions have types Az.e. In
order to assign types to free variables contexts are introduced.

Furthermore it is necessary to express functions A — B from one
type A to another type B. The calculus of constructions includes
dependent types, i.e. the result type B of a function might depend
on the argument. In order to express that a product type of the
form Iz“.B is used which describes the type of a function from an
argument of type A to the result of type B which might depend on
the argument.

After introducing the terms of the calculus on constructions we
define free variables, substitution, beta reduction, beta equivalence and
prove certain theorems which state some interesting properties about
these definitions.

In this section we do not yet define what it means for a term to be
welltyped. This is done in the chapter typing

3.1 Sorts

In the calculus of constructions terms and types are in the same syn-
tactic category. All welldefined terms have types and therefore types
must have types as well. In order to have types of types we start with
the introduction of sorts which are the types of types.

Definition 3.1. Sorts: There are the two sorts P and I/ in the cal-
culus of constructions.

Sorts or universes are the types of types. Sorts are usually abbre-
viated by the variable s.

In many texts about typed lambda calculus like e.g. Barendregt1993 [1]
and Geuvers1994 [2| the symbol * is used instead of P and the sym-
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bol [ is used instead of /. This has found its way into the Haskell
programming language where %, x — x, (x — %) — %, ... are kinds.

We use the symbol P in order to emphasize the Curry-Howard
correspondence of propositions as types. Many interesting types T in
the calculus of constructions have type P ie. T : P. Within the
Curry-Howard correspondence these types are propositions.

The symbol U is just a higher universe than P. A more general
lambda calculus the extended calculus of constructions has an infi-
nite hierarchy of universes P,Uy, U1, ... where P is the impredicative
universe and U; are the predicative universes.

In the calculus of constructions the term P has type U and the
term U is not welltyped. In the extended calculus of constructions
the term U; has type U;41 i.e. all terms of the form U; for any 7 are
welltyped.

The decision to use the symbols P and U instead of x and [ is just
a matter of taste.

3.2 Terms

Definition 3.2. The terms are defined by the grammar where s
ranges over sorts, x ranges over some countably infinite set of vari-
ables and t ranges over terms.

t = s sorts
] x variable
| TIz'.t product
] Azt.t abstraction
|

tt application

3.3 Free Variables

Definition 3.3. The set of free variables FV(t) of a term ¢ is defined
by the function

FV(s) = 0
FV(z) = {z}

FV(t) :={ FV(ab) = FV(a) UFV(b)
FV(Azt.e) = FV(A)U(FV(e) - {z})
FV(Ilz4.B) := FV(A)U(FV(B) — {z})

where s ranges over sorts, x ranges over variables and a, b, e, A and
B range over arbitrary terms.
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A variable which is not free is called a bound variable. E.g. if x is
a free variable in the term e, it is no longer free in Az“.e. Therefore
we call A\z?.e a binder, because it makes the variable  bound. The
same applies to the term ITz.B where the variable z is bound, but
can appear free in B.

Note that the binders Az*.e and ITz#. B make the variable z bound
only in the subterms e and B, but not in the subterm A.

It is possible to rename bound variables within a term. The renam-
ing of a bound variable does not change the term. We consider two
terms which only differ in the name of bound variables as identical.
Examples of some identical terms:

Pz = MPuy
z*x = Ily*y

3.4 Contexts

All bound variables get their types by their corresponding binders.
For free variables we need types as well. In order to assign types to
free variables we define contexts.

Definition 3.4. A context is a sequence of variables and their cor-
responding types. Contexts are usually abbreviated by upper greek
letters and types are terms which are usually abbreviated by uppercase
letters.

Contexts are defined by the grammar

r = [ empty context
| T,z* one more variable 2 with its type A

3.5 Substitution

Definition 3.5. Substitution: The term t[y := u] is the term ¢ where
the term wu is substituted for all free occurrences of the variable y. It
is defined as a recursive function which iterates over all subterms until
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variables or sorts are encountered.

tly :=u] :=
sly =] = s
u y==
[y == 4] v yta
(ab)[y := u] = aly:=ulbly :=u
Azte)y:=u] = MAv=ely:=u] y#z,2¢FV(u)
(MzA.B)[y :==u] := MzAlV=4.Bly:=u] y#zx¢FV(u)

Remark: The conditions y # x and x ¢ FV(u) are not a restric-
tion because the bound variable x can always be renamed to another
variable which is different from y and does not occur free in the term
U.

Remark: Many authors in the literature use t[u/y] as a notation
for t[y := u]. Both notations mean the same thing.

Lemma 3.6. Substitution to sort lemma: If the result of a substitu-
tion is a sort then either the term in which the substitution occurs is
the sort or the term is the variable to be replaced and the substitution
term is the sort.

alr :=bl =s

a=sV(a=xANb=ys)

Proof. From the definition of the substitution it is evident that only
the first two cases can result in a sort. All other cases cannot syn-
tactically result in a sort. The first two cases of the definition prove
exactly the goal. d

Lemma 3.7. Double substitution lemma If we change the order of two
subsequent substitutions, then it is necessary to introduce a correction
term.

Proof. The intuitive proof is quite evident. If we substitute b for the
variable y in the term ¢ and then substitute a for the variable = in the
result we replace in the second substitution not only all variables x
originally contained in ¢ but all occurrences of x in b as well.

If we do the substitution [z := a] on ¢, then all occurrences of = in b
have not yet been substituted. Therefore the correction term bz := d
is necessary if the order is changed.
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The formal proof goes by induction on the structure of .

1. If t is a sort then the equality is trivial because a sort does not
have any variables.

2. If t is an application, an abstraction or a product, then the goal
follows immediately from the induction hypotheses.

3. The only interesting case is when ¢ is a variable. Let’s call the
variable z. Then we have to distinguish the cases that z is x or
z is y or z is different from z and y.

(a) Case z =z

z[y := bl[x := d] = z[z:=da
zlz = ally:=blz:=d]] = aly:=0dlx:=ad]
= a y ¢ FV(a)
(b) Case z =y:
yly := bz := q = bz :=a
ylz == dlly = bz :=a]] = yly:=blz:=d]
= bz :=aq]

(c) Case z £ x Nz #y:
z[y = b][x := a] = z

zlz:=ally:=0bx:=d]] = =z
O

The validity of the double substitution lemma [3.7]is needed to make
sure that beta reduction (see definition in the next section) is confluent.
E.g. if we have the term (Az?.(Ay®.t)b)a then we can decide whether
we reduce first the inner redex and then the outer redex or the other
way round. Because of confluence both possibilities shall have the
same result.

(AzA.(\yP t)b)a LA (AzA t[y := b])a
LA tly := b][x := a]

Oz OB b)a B OBtz = a])blz = d]
LA t[z := ally := bz := ]



3.6 Beta Reduction

Like in untyped lambda calculus, computation is done via beta reduc-
tion. A beta redex has the form (Az?.e)a which reduces to the reduct
e[z := a]. Beta reduction can be done in any subterm of a term.

The intuitive meaning of beta reduction is quite clear. The term
Azd.e is a function with a formal argument z of type A. The body
e is the implementation of this function which can use the variable
x. As with any programming language which support functions the
name of the formal argument is irrelevant. An arbitrary name can be
chosen and the variable is only used internally and is not visible to
the outside world. We can apply the function to an argument a i.e.
form the term (Az“.e)a. In order to compute the result we use the
implementation e and substitute the actual argument a for the formal
argument x i.e. we form e[z := al.

Definition 3.8. Beta reduction is a binary relation a E) b where the
term a reduces to the term b. It is defined by the rules

1. Redex:
(A\zt.e)a LA elx = al

2. Reduce function: 5
_J=9
fa LA ga
3. Reduce argument:
a E> b
fa s fb
4. Reduce abstraction argument type:
A% B

Azie E) \zB e

5. Reduce abstraction inner term:
e £> f
Azhe B aaA, f

6. Reduce product argument type:
A% B
2A.C 2 2B
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7. Reduce product result type
j: e
Mz4.B 5 zA.C

Note that beta reduction is not deterministic. There might be two
possibilities to reduce an application, a product and an abstraction.
And there might be more ambiguous subterms contained. In section
Confluence 4| we prove that the choice of the redex does not affect the
final result.

Lemma 3.9. Reduction to sort lemma: A term which reduces to a
sort must be a redex where the sort is the body or the abstraction is
the identity function and the argument is the sort.

tis

(JAa.t = (A\at.s)a) v (3At = (Aal.z)s)

Proof. All rules except the redex rule reduce to something which can-
not be syntactically a sort. Therefore the term has to be a redex which
in general has the form (Az“.e)a. The redex reduces to e[z := a] which
by the substitution to sort lemma [3.6| proves the goal. O

Theorem 3.10. Substitute Reduction A reduction remains valid if we
do the same substitution before and after the reduction.

tiu

B
tly :=v] = uly := ]
(Note that iterated application of this lemma results in the more gen-

eral statement t 2> u = tly :=v] g, uly :=v].)

Proof. Proof by induction on ¢ g U.

1. Redex: We have to prove the goal

((Az?.e)a)y := v] LA elr = a]ly := ]

We can see this by the sequence
((Azt.e)a)[y == v] (AzAY=" e[y := v])aly := v]

ely = ][z = aly := v]]
by Double substitution lemma [3.7]
elr = ally := ]

Il I
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2. Reduce function: We have to prove the goal

Y \f[y::v]gg[y vl

fa 2 ga| (fa)ly =] 2 (ga)ly =]

The validity of the final goal in the right lower corner can be
seen by the following reasoning

(fa)ly:=v] = fly:=v]aly =]
5 gly = valy =]
= (9a)ly := ]

3. Other rules: All other rules follow the same pattern as the proof
of the rule reduce function.

O

Theorem 3.11. Reduction in substitution term. A reduction in the
substitution term makes the corresponding substituted terms reducing
in zero or more steps as well.

agb

tle :=a] 5tz == 0]

Proof. Intuitively it might be clear that the substituted term reduces
in zero or more steps, because the variable z might be contained in
the term ¢ zero or more times.

We prove the statement by induction on the structure of t.

1. Sort: Trival.

2. Variable: We have to distinguish the cases that the variable is
the same as x or is different from x. In both case the goal is
trivial.

3. Abstraction: We have to prove the goal
(B .e)z = q] g, (B .e)x == b]

The goal is a consequence of the induction hypotheses B[z :=
al g, B[z :=b] and e[z := q] z, ely := ).

4. Product: Same as abstraction.
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5. Application: Same as abstraction.
O

Lemma 3.12. Products and abstractions are preserved under beta
reduction

[z2.B g t
1- /8 ﬁ
(HC.A Lont= H:z:C.B) v (EID.B S Dat= H:cA.D)

)\xA.egt
3B AL BAt=xeBe) v (3fe D fFat=ratf
( )V ( )

Proof. The proofs for product and abstraction follow the same pat-
tern. Therefore we prove only the preservation of products.

Assume Tz, B 2 ¢ and do induction on it. Only the two product
rules are syntactically possible. Each one guarantees one alternative
of the goal. O

3.7 Beta Equivalence

In arithmetics of numbers the terms 3+ 4, 7 and 2 + 5 are equivalent.
Syntactically the terms are different, however we regard the terms
equivalent because they represent the same value. In arithmetics the
equivalence is so strong that we even consider the terms being equal
and write 3+4=2+5=17.

In lambda calculus we only mark two terms as equal if they are
syntactically the same terms except for irrelevant renamings of bound
variables. In the literature of lambda calculus this equality is usually
called a-equivalence. We say that a-equivalent terms represent the
same term.

In lambda calculus we call terms which represent the same value
B-equivalent terms. E.g. the terms (Az?.e)a and e[z := a] are called
(beta-) equivalent because they represent the same value. The former
before the compuation step and the latter after the computation step.

Beta equivalence is just the reflexive, symmetric and transitive
closure of the beta reduction.

Definition 3.13. We define beta equivalence as a binary relation a 19 b
between the terms a and b inductively by the rules
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1. Reflexive:

2. Forward:

3. Backward:

In other words the beta equivalence relation 19 is the smallest

equivalence relation which contains beta reduction g

Theorem 3.14. Beta equivalence is transitive.

aﬁb

bﬂc

g
a~-c

Proof. Assume a 2 b. We prove the goal by induction on b 19 c.

1. Reflexive: Trivial.

2. Forward:
b B B
~c la~c
cid
bld|ala

The goal in the lower right corner is proved by the induction
hypothesis and applying the forward rule.

3. Backward:
b B B
~c la~c
d £> c
bld|ald

The goal in the lower right corner is proved by the induction
hypothesis and applying the backward rule.
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Theorem 3.15. Beta equivalence is symmetric.

a L2 b
b 19 a
Proof. By induction on a 19 b.
1. Reflexive: Trivial
2. Forward:
a ,@, bo b() E/ a
bo 5 b
a 19 b ‘ b 19 a

First we use the reflexive rule to derive b 19 b and then the second
premise bg — b and the backward rule to derive b ~ by.

Then we use the induction hypothesis by 19 a and the transitivity
of beta equivalence to derive the goal b 19 a.

3. Backward:
af'gbo bgﬁa
b2 by
aﬁb ‘bﬂa

Similar reasoning as with the forward rule. The second premise
implies b £ by and the induction hypothesis and transitivity
imply the goal.

O

Theorem 3.16. The same substitution applied to beta equivalent terms
results in beta equivalent terms.

Proof. By induction on ¢t 4 u:

The reflexive case is trivial, because ¢t and u are identical.

For the other two cases the goal is a consequence of the induction
hypothesis and the transitivity of beta equivalence [3.14 O
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4 Confluence

4.1 Overview

We want to be able to use the calculus of constructions for computa-
tion. The basic computation step is beta reduction. A computation
in the calculus ends if no more reduction is possible i.e. if the term
has been reduced to a normal form.

However beta reduction is ambiguous. There might be more than
one possibility to make a beta reduction.

Example 4.1.

(Az. fex)((Ay-y)z)

B g
F((Ay-y)2)(Ay.y)2)
13 (M. fxx)z
f2((A\y.y)z)
N\ ; '8

In the left path we reduce first the outer redex. This reduction du-
plicates the redex in the argument. Therefore we need three reduction
steps to reach the final term fzz.

In the right path we reduce first the redex in the argument of the
application and then the outer redex. Therefore we need only two
reduction steps to reach the final term fzz.

In that specific example we have shown that both paths end up
in the same result. However we have to prove that this is always the
case. Otherwise the calculus of constructions would be useless as a
calculus.

It turns out that confluence is a key property in the proof of unique-
ness of results. We define a relation as confluent if going an arbitrary
number of steps in two directions there are always continuations of the
paths to join them. We want to prove confluence of beta reduction.

Before proving confluence of beta reduction we define the conflu-
ence of a relation by defining first a diamond property of a relation.
The diamond property of a relation is something like a one step con-
fluence. Then we show that the confluence of a relation can be proved
by finding a diamond between it and its reflexive transitive closure.
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In a next step we define a parallel beta reduction, prove that it is
a diamond between beta reduction and the reflexive transitive closure
of beta reduction. This proves the confluence of beta reduction.

Having the confluence of beta reduction it is easy to prove that
beta equivalent terms always have a common reduct, normal forms
are unique and some other interesting properties of binders.

4.2 Diamonds and Confluence

Definition 4.2. Diamond Property A relation r has the diamond
property (or is a diamond) if @ = b and a — ¢ implies the existence
of some d such that b = d and ¢ = d are valid.

aSb
(IL>C
b S dAeSd

We can state the diamond property of a relation r more pictorially
as

a S b
1r 1
c 5 3d

which looks like a diamond if tilted by 45° clockwise.

Definition 4.3. Confluence A relation r is confluent if its reflexive
transitive closure r* is a diamond.

Theorem 4.4. Let r and s be two relations. If s is between r and its
reflexive transitive closure i.e. v C s C r* then both closures are the
same i.e. v = s*.

,
Proof. Note that r C s is defined by Vab. [Z:SZ] .

Assume r C s C r*. In order to prove r* = s* we have to prove
r* C s* and s* C r*.

1. r* C s*: We have to prove the goal

as b

S
a—b
. . r*
We use induction on a — b.
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(a) a = b: Trivial since a 2> a is valid by definition.
(b) ) )
ablab
b5 e

alse ‘ ae
In order to prove the final goal in the lower right corner we
start from the induction hypothesis a p.
Since r C s we have b = ¢ by definition of C and the second
premise.

Then by definition of the reflexive transitive closure we con-
clude the final goal.

2. §* Cr*: We have to prove the goal
ab
alsb
We use induction on a =5 b,
(a) a = b: Trivial since a =5 a is valid by definition.
(b) ) )
asblasb
b3 e

s* r*
a—>c‘a—>c

Start with the induction hypothesis a = b.
Since s C r* is given we can infer b = ¢ from the second premise.

r* is transitive and therefore a = ¢ must be valid.

Lemma 4.5. If r is a diamond then

a L*) b
1r b
c 5 3d

is valid.

Proof. By induction on a b,
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1. In the reflexive case we have a = b. We choose d = ¢ which
satisfies the required properties.

2. i )
i a S b
asb|vd. | | br
4D e
b5 e
. a r_*) C
ae|vd | L, L
4 5 3y

To prove the goal in the lower right corner we assume a — d and
try to find some f with the required properties.

From the induction hypothesis we find some e which satisfies
bSeanddSs e

b 5 ¢
Since r is a diamond there exists some f with |, dr . By
e 5 3f
glueing the boxes together we see that f satisfies the required

properties.

Lemma 4.6. Ifr is a diamond, then r* is a diamond as well.

a 7j> b
L L
c 5

Proof. We assume that r is a diamond and a ™% b and do induction

®

r
ona—c

1. In the reflexive case we have a = ¢. We use d = b which satisfies
the required properties.
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. a 5 b
a=ve| o b
c 5 Fe

c5d
. a 5 b
ad| L L
d 5 3

We have to prove the goal in the lower right corner i.e. find some
f with the required properties.

From the induction hypothesis we find some e. Using the previ-

ous lemma we find some f such that we can glue the boxes
together in order to see that f satisfies the required properties.

a T—*> b
i i
C T_*> e
dr dr
d 5 f

Now we can prove the basic theorem of this subsection:

Theorem 4.7. In order to prove the confluence of a relation it is suf-
ficient to find a diamond between it and its reflexive transitive closure.

rCsCr*
s is a diamond

r is confluent

Proof. Assume r C s C r* and s is a diamond.

By [.4 we know that both reflexive transitive closures are the same
ie. r* =g

From [4.6] we conclude that s* is a diamond. This implies that r* is
a diamond as well and proves the fact that r is confluent by definition
of confluence. O
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4.3 Parallel Reduction Relation

Looking at the example it can be seen that beta reduction is not
a diamond. Let’s analyze the example a little bit to see why beta
reduction is not a diamond. Assume there is a redex like

(Az.e)a

where the subterm a contains redexes as well i.e. there is some b with
a ﬁ) b. Then the following two reduction paths are possible.

(Az4.e)a LA (Az4.e)b LA e[z := b
(A\z4.e)a LA e[z := al P, e[z := b
In the first path we reach the term e[z := b] in two reduction

steps. In the second path we can reach the term e[z := b] as well. But
the needed number of steps depends on how often the variable z is
present in the term e. If z is contained in the term e n times we need
n 4+ 1 reduction steps in total because we have to reduce the term a in
e[z := a] to the term b n times. If beta reduction were a diamond, it
would be required that n is always 1 which is not the case in general.

In order to prove the confluence of beta reduction we have to find
a diamond between beta reduction and its reflexive transitive closure.
Let’s call this relation 3,. This relation is like beta reduction § but
must allow more reductions steps to remedy the situation that in a
redex (Az?.e)a the variable 2 might be contained zero or more times
in the subterm e.

e In order to remedy the situation that the variable x is not con-
tained in the subterm e we make the relation 3, reflexive.

e In order to remedy the situation that the variable = is contained
two or more times in the subterm e we allow that 3, reductions
can happen in any subterm of a term. Therefore we call 3,
parallel beta reduction because the reduction can happen in the
subterms in parallel.

Definition 4.8. The parallel reduction relation a @) b is defined in-
ductively by the rules

1. Reflexive



2. Redex

3. Product

4. Abstraction

5. Application

b2 g
ab&?cd

Lemma 4.9. Parallel beta reduction is a superset of beta reduction

Proof. This fact is trivial, because all rules of beta reduction are con-
tained as special cases within the rules of parallel beta reduction. [

Lemma 4.10. Parallel beta reduction is a subset of the transitive
closure of beta reduction

Proof. All rules of parallel beta reduction are satisfied by the transitive
closure of beta reduction. Since an inductive relation defined by some
rules is the smallest relation which satisfies the rules, it is evident that
parallel beta reduction must be smaller than the transitive closure of
beta reduction. O

Lemma 4.11. Basic compatibility of parallel reduction and substitu-
tion

Proof. By induction on the structure of a.
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1. a is a sort: Trivial, because substitution does not change a sort
and parallel beta reduction is reflexive.

2. ais a variable, let’s say y: In the case x = y the goal is implied by
the premise. In the case x # y the goal is implied by reflexivity.

3. a is the product IIy®.C: We have to prove the goal (IIy?.C)[z :=
t] Py (IyB.C)[x := u] from the premise ¢ P& 4 and the induction
hypotheses B[z := t] by B[z := u] and C[x := {] By Clz = u).
The validity of the goal can be seen from the following derivation.

(MyB.C) [z = t]

Iy B#=u Oz :=u] induction hypothesis

I

4. a is the abstraction \y?.e: Same reasoning as with product.
5. a is the application fa: Same reasoning as with product.
O

Lemma 4.12. Full compatibility of parallel reduction and substitution

a@b

t&;u

Proof. By induction on a @) b.

1. Reflexive: In that case we have a = b. The goal is an immediate
consequence of lemma [4.11

2. Redex:
a0 a[x:t]&;b[x:u]
e’B—p>f e[x:t]&;f[:r:u}

The validity of the goal in the lower right corner can be seen
from the following reasoning;:

(O e)a)fe == 1]

Il
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Iy BF=t Oz :=t]  definition of substitution

(IyB.C) [z = u] definition of substitution

(\yAP= e[z :=t])alz :=t] definition of substitution

flz = ully := bz := u]] induction hypotheses
fly == b]jx =] double substitution 3.7



3. Product, abstraction and application: Some reasoning as with
redez. The lemma [3.7is not needed in these cases.

O]

Lemma 4.13. The product and abstraction are preserved under par-
allel reduction

1 )\:L'A.e&;c
IBfe= B frAZ Bre B f
9 H:L‘A.BE;C

ICDc=TCDAAZCcABED

Proof. By induction on the premise. In both cases only one rule is syn-
tactically possible which guarantees the existence of the corresponding
terms. 0

Theorem 4.14. Parallel reduction is a diamond

Br

a — b
*l’ﬁb J’,Bb
c & o3

Proof. By induction on a &3 b. Note that we keep the variable ¢ in
the following universally quantified.

1. Reflexive

By
a — a
Bp
a—al|Ve | lg, 1s,
c =3 3d

To prove the goal on the right side we assume a &; c. Then we
use c¢ for d which satisfies the required property of d trivially.
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To prove the goal in the lower right corner we assume (Az4.e)a =5

ﬁp — ¢ &; f _
e—=f Vg. | s, 18y
-
8, [ @) b
a—b Ve. \Lgb \l/ﬁb
T
(A\z4.e)a Py flz = b
(Az?.e)a 3 flx:=b] | Vk 13, 13,
.

Br

k and do a case split on the construction of this relation.

(a)
(b)

Reflexive: In that case k = (Az.e)a. We use n = f[x := b]
which has the required property.

Redex: In that case k = g[z := ¢| for some g and ¢ with the
. By By
properties e — ¢g and a — c.

We have to find a term n with f[z := b by nAglx = | %

The term
n = hlx :=d|

with the terms h and d which exist by the induction hy-
potheses. It is easy to see that the properties

]
]

are satisfied because of the induction hypotheses and lemma

hl

z:=d
glx == (] hlx :=d

Product: This case is syntactically impossible because (Az4.e)a
cannot be a product.

Abstraction: This case is syntactically impossible because
(Az4.e)a cannot be an abstraction.

Application: In that case k = (Az".g)c for some B, g and c

with A & B, e ﬁ; g and a &3 c. Because of lemma [4.13| we

have chosen the more specific term A\z?.g instead of a more
general term.
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We have to find a term n which satisfies (AzZ.g)c %% 1y and
flz :=1] %
We use the term

n = hlx :=d|
with the terms h and d which exist by the induction hy-
potheses satisfying

YRS RN,
USSR
S

Therefore the goals

(AzB.g)c by hlz := d]
fle=b & hz=d
are satisfied
3. Product
, A 2 ¢
A% o VE. | 1a s,
g X g
, B % b
B2 D VE. | 1g, s,
r % 3
MzAB 2 MC.D
A pPe..C
zA.B 5B 112C.D |VEF. | | la,
m2r 2 3

In order to prove the goal in the lower right corner we assume

248 5 12P F.
Because of lemma [£.13] which says that parallel reduction pre-
serves products we have chosen the more specific IIz¥.F which

satisfies A ﬁ’) FE and B ﬁ; F instead of a more general term.
From the induction hypotheses we conclude the existence of the
terms H and J such that

n=TIz".J
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satisfies the required properties.

4. Abstraction: Same reasoning as with product.

5. Application

) N _
ﬁp a — C
a—c Ve. | lg, 13,
| e &3 dg
[y g ]
bBd |V ls s
=T
[ ab &3 cd ]
ab 8 cd | VE. | 1g, La,
B

To prove the goal in the lower right corner we assume ab ﬁ—p> k
and do a case split on the construction of this relation.

(a)
(b)

Reflexive: In that case k = ab. We use n = c¢d which satisfies
the required properties.

Redex: In this case ab has to be a redex, let’s say (Az4.m)b.
Therefore and because of lemma m ab &) cd becomes
(Az4.m)b By (AzB.0)d for some B and o with A %% B and
m %o,

k has to be the reduct p[z := f] for some p, f with m B—p> D

and b2 f.
We have to find some term n which satisfies

(\zB.0)d by
=1 5
From the first induction hypothesis and lemma [4.13| we pos-

tulate the existence of g with o @) q and p @) q.
From the second induction hypothesis we conclude the ex-

istence of some h with with d &9 h and f &; h.
Therefore the term

satisfies the requirement.
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(¢) Product: This case is syntactically impossible because ab
cannot be a product.

(d) Abstraction: This case is syntactically impossible because
ab cannot be an abstraction.

(e) Application: In that case k = ef for some terms e, f which
satisfy a &; e and b @) f. We have to find some term n

which satisfies cd &’) n and ef @) n.
By the induction hypotheses there exist some terms g and

h satisfying c &9 g, e &) g, d ﬁ; h and f ﬁ; h such that the
term
n=gh

satisfies the requirement.
O
Theorem 4.15. Church Rosser theorem: Beta reduction is confluent.

Proof. With the parallel beta reduction we have found a relation which
is

1. a diamond (4.14))

2. between beta reduction and its reflexive transitive closure (4.9
1.10)

I.e. with parallel beta reduction we have found a diamond between
beta reduction and its reflexive transitive closure which implies by [4.7]
that beta reduction is confluent. O

4.4 Equivalent Terms

One of the most important consequences of the Church Rosser theorem
(i.e. confluence of beta reduction) is the fact that beta equivelent
terms have a common reduct. I.e. for two beta equivalent terms a
and b there exists always a term ¢ to which both reduce

a I3 b

g B
de
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Theorem 4.16. Equivalent terms have a common reduct.

aréb

de.a —cAb—c

Proof. By induction on a 19 b.

1. Reflexive: In that case a = b. We use ¢ = a which satisfies the
required properties trivially.

2. Forward:

albl3daBanvsa
bgc

isy

awc‘fle.aﬁ—)e/\cﬁ—)e

In order to prove the goal in the lower right corner we construct
terms d and e which satisfy the following diagram and therefore
e satisfies the required properties.

a £ b ﬁ> c
g L -
d '8—> e

d exists by the induction hypothesis and e exists by conflu-

ence
3. Backward: . i
alb|3daBdn’a
c ﬁ) b

aﬁc‘fld.agd/\cﬁ—*)d

In order to prove the goal in the lower right corner we construct
term d which satisfies the following diagram and therefore the
required properties.

a ﬁ b ﬁ c
Ngs dge
d

The term d exists by the induction hypothesis.
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4.5 Uniqueness of Normal Forms
Theorem 4.17. The normal form of a lambda term is unique.

tﬁ—>u
t'B—H)

u and v are in normal form

Uu="v

Proof. u and v are beta equivalent. According to the theorem
both have to reduce to a common reduct, say w. Since both are in
normal form, the common reduct has to be reached in zero reduction
steps (no reduction step is possible in normal form) which is possible
only if v and v are the same term. O

4.6 Equivalent Binders

Theorem 4.18. In beta equivalent binders i.e. terms of the form
Xzd.e or IzA.B corresponding subterms are beta equivalent.

MeA BLC. D Mate L aaB.f
ARcaBLD  AlBaely

Proof. We only prove the theorem for products (the proof for abstrac-
tions is practically the same).

Since both products are beta equivalent they have by a com-
mon reduct. By products (and abstractions) are preserved under
beta reduction. Therefore the common reduct must have the form
Mz Fwith A B, BS P, 5 Eand D5 F.

Since reduction implies beta equivalence and beta equivalence is

transitive and symmetric we get A £¢and BL D. O

4.7 Binders are not Equivalent to Variables or
Sorts

Theorem 4.19. Binders (products or abstractions) cannot be beta
equivalent to variables or sorts.

Proof. We only prove



because the proofs of the other variants follow the same pattern.

Assume IIz4.B £ s. Both terms must have a common reduct
by which must be the sort s since a sort is already in normal

form. Le. we get Iz*.B s,

Since reduction preserves the form of binders by zA.B 5 s
is not possible and we get the desired contradiction. O
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5 Typing

This section describes welltyped terms and basic properties of well-
typed terms. It is based on Henk Barendregt’s paper Lambda Calculi
with Types [1].

What is needed to state that a term ¢ is welltyped? First we have
to notice that the term ¢ might contain free variables. As opposed to
bound variables, free variables don’t have a type expressed within a
term. Therefore we need a context I' which assigns types to the free
variables in the term ¢. Furthermore we need a type 1. We write the
statement The term t has type T in the context I' as

THt:T
We need a typing relation which is a subset of
Contexts x Terms x Terms

In this section we define the typing relation inductively.

Since terms are either sorts, variables, products, abstractions or
applications, the typing relation has one introduction rule for each
possible form of a term which states how to introduce a welltyped
term of that form.

Furthermore there are two structural rules which state

e If we add a welltyped variable to a context, then every welltyped
term in the context is welltyped in the augmented context in
which it has the same type.

e If a term ¢ has type T and the type U is beta equivalent to T
and a welltyped type, then the term ¢ has type U in the same
context.

The last rule states that beta equivalent types are really equivalent
in their role as types. This allows to do computations (i.e. beta
reductions) in types without changing the meaning of a type.

Besides the definition of the typing relation the main part of this
section is to prove important properties of welltyped terms. The most
important nontrivial theorems/lemmas are:

1. Generation Lemmata: If a term ¢ is welltyped (i.e. it has a type
T in a certain context I'), then there is an equivalent type of
a certain form for each possible form the term (sort, variable,
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product, abstraction, application). E.g. each welltyped abstrac-
tion A\z4.e has a type of the form IIz“. B which is beta equivalent
toT.

The generation lemmata describe important properties which are
used in the proofs on many other theorems.

2. Type of types: If T is the type of a welltyped term in a certain
context, then T is either the sort U or T is welltyped in the same
context and its type is a sort (i.e. either P or U).

This theorem justifies the introduction of sorts as types of types.

3. Subject reduction: Reduction (i.e. computation) does not change
the type of a term. Or in other words: If a term has a certain
type and we compute the term, then we really get an object of
that type. I.e. computation does what it promises to do.

Subject reduction is valid in all typed programming languages.
If you define a function with a certain result type, then the ac-
tual execution of that function returns an object of that type
(provided that the computation terminates).

4. Uniqueness of types: If a term is welltyped in a certain context,
then all its possible types are beta equivalent. I.e. each welltyped
term has a unique type modulo beta equivalence. l.e. we can
regard the equivalence class as the unique type of a term.

Together with subject reduction this theorem guarantees that
beta equivalent welltyped terms have the same unique type mod-
ulo beta equivalence.

In the last subsection of this section we introduce kinds. Since we
have the two sorts P and U and sorts are the types of types, there are
two types of types. Types of type P and types of type U. The types of
type U are called kinds. Kinds have the special property that they are
recognizable by pure syntactic analysis of the term which represents
the type.

Semantically kinds are the types of n-ary type functions where
n = 0 is allowed as a corner case. Therefore if we know that the type
of a term is a kind, then we know that the term will return a type, if
applied to sufficient arguments (of the correct type of course).

The kinds play an important role in the proof of strong normaliza-
tion i.e. in the proof of consistency of the calculus of constructions.
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5.1 Typing Relation

Definition 5.1. The ternary typing relation I' - ¢ : T which says that
in the context I' then term t has type T is defined inductively by the
rules

1. Introduction rules:

(a) Axiom:
[FP:U
(b) Variable:
'FA:s
x ¢l

Lotttz A

(¢) Product:
I'A:s;
I,z F B: sy
['FIIz2.B : s9

(d) Abstraction:
IFIz4.B:s
Iz Fe:B
I'F (\zfe): TIz2.B

(e) Application:
L'+ f:1z4.B
'Fa:A
't fa: B[z := al

2. Structural rules:

(a) Weaken:
'kt:T
'FA:s
x ¢l
Tad+¢: T

(b) Type equivalence:
r=¢.T
I'-U:s

Thu

I'kt:U

Remarks:
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e There is no introduction rule for . Therefore there can never
be a valid type of U i.e. the term U is not welltyped. Its only
purpose is to be the type of some types like P and it can only
appear in the type position of a typing judgement I' ¢ : T

e The variable introduction rule requires a welltyped type A for
the introduced variable (i.e. A : s for some sort s). Since U is
not welltyped, it is impossible for a variable to have type U.

e The product type IIz?.B is the type of functions mapping ob-

jects of type A to objects of type B where the result type B
might contain the variable z. The introduction rule for prod-
ucts requires that both A and B are welltyped types. Therefore
neither of them can be . Therefore a function cannot receive
arguments of type U nor return results of type U.
It is possible to compute with types but it is impossible to com-
pute with sorts (or kinds in general) as arguments and results.
This is an important difference to the extended calculus of con-
structions which allows variables of type U; because U; has type
Ui+1. The extended calculus of constructions can compute with
kinds, the calculus of constructions not.

5.2 Basic Definitions
Definition 5.2. Basic Definitions:

1. TH¢t:T:Uisdefined asT’'F¢t: T and T'HT : U.

2. T+ A for the contexts I and A is defined as Vet e A =T+ x :
A.

3. T'is a valid context if ' =t : T is valid for some terms ¢ and 7.

4. A term t is welltyped in a context I" if I' ¢ : T" is valid for some
term T

5. A term t is welltyped if there is a context in which it is welltyped.

6. A term is valid in a context if it is either welltyped in the context
or it is U.

7. A term is valid if there is a context in which it is valid.

8. A term T is a valid type of sort s in a context I' if ' - T : s is
valid.

9. A term is a valid type of some sort if it is a valid type of this
sort in some context.

47



10. A term is a proposition or a proper type if it is a valid type of
sort P.

11. A term is a kind if it is a valid type of sort U.

5.3 Start Lemma

Theorem 5.3. For any valid context I' the following two typing judge-
ments are valid:

P U
Ael=Trz: A

Proof. A context I is valid by definition if I' - ¢ : T is valid for some
terms t and T. We prove

'EP: U
A
Vel eT=TFa: A

by induction on ' ¢ : T'.

For all rules except the axiom, the variable rule and the weakening
rule the goal is an immediate consequence of the induction hypothesis
for the same context. The axiom, the variable and the weakening rule
are treated separately.

1. Axiom [] = P : U: The first part is trivially valid. The second
part is vacuously valid, because the empty context does not have
any variables.

2. Variable:

I'B:s TFP:UANNVzAET =T Ha: A)
yel

ToyPhy:B T2 -P:UAV2t € (T,28) =T, yP Fa: A)

The first part of the goal in the lower right corner is a conse-
quence of the induction hypothesis and the weaking rule.

For the second part we have to distinguish two cases:

e 24 € T': In that case the second part of the goal is a conse-
quence of the second part of the induction hypothesis and

the weakening rule.

o 2z = yB: In that case the second part of the goal is identical

with the lower left corner.
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3. Weakening;:

TkHt:T
I'FB:s TFP:UANNzAET =T Fa: A
y¢r

T,y bt:B|L,aP P UVt e (T,25) =T, yP Fa: A

The reasoning is nearly the same as with the variable case. Ex-
cept the second part of the goal for 24 = y® is proved by the
variable introduction rule by using ' - B : s and y ¢ I.

O]

5.4 Thinning Lemma

Theorem 5.4. Thinning Lemma: Let A be a valid context with
I' C A. Then
r=¢:T

AbFt:T
Proof. By induction on I'=¢: 7.

1. Sort:
NFP:U

Since A is a valid context we get A + P : U by the start
lemma [5.3]

2. Variable:
T'HA:s
x ¢l
A valid
Dz b z:A|VA. | T,z4ACA
AFz: A

In order to prove the goal in the lower right corner we assume a
valid context A which is a superset of I, z4. Because of that it
has an entry 2. By the start lemma we infer the goal.
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3. Product:

A valid
I'FA:s; VA. | TCA
AFA:s
A/ valid
I,z4F B:sy |VA.| T,z4CA
A'F B: sy
A valid
IFI2z4.B:sy |VA. | T CA
AFTz2.B : sy

In order to prove the goal in the lower right corner we assume a
valid context A which is a superset of I and derive the following
facts:

(a) AF A: sp: This is an immediate consequence of the first
induction hypothesis.

(b) A,z4 F B : s3: We can assume 2 ¢ A. Otherwise we
rename the variable such that the condition is satisfied. The
context A,z? is a valid context because of A F A : s
and the variable introduction rule. By the second induction
hypothesis we get the subgoal.

(¢c) At TIzA.B : sy: This fact can be derived from the previous
two subgoals and the product introduction rule.

The last fact proves the goal.
4. Abstraction:

Similar reasoning as in product

5. Application:

[ A valid

' f:z4.B VA.| TCA

| AR f: 2B
[ A valid
I'Fa:A VA. | T CA

| AFa:A

[ A valid

' fa:Blx:=a] |[VA. | TCA

| At fa: Bz :=al
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We assume a valid context A which is a superset of I'. By the
two induction hypotheses and the application introduction rule
we infer the goal.

6. Weaken:
[ A valid
'L¢:T VA.| TCA
| AFt:T
'HA:s
x¢T
[ A valid
Doz -t:T |VA. | T,z C A
| AFt:T

Let’s assume a valid context A which is a superset of I',z4.
This implies that it is a superset of I' as well. The goal follows
immediately from the first induction hypothesis.

7. Type reduction:

[ A valid
'Et:T |VA. | TCA
| AFt:T
[ A valid
I'~U:s|VA. | TCA
| AFU:s
Tlu

[ A valid
't:U |VA. | TCA
| AFt:U

Let’s assume a valid context A which is a superset of I'. From
the two induction hypotheses we get A+ ¢ : T and A+ U : s.
We conclude the final goal by applying the type equivalence rule.

O]

5.5 Generation Lemmata

Theorem 5.5. The following generation lemmata are valid:
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1. Sort:

I's: T
s=PAT2U
2. Variable:
I'tax: T
'FA:s
dA, s zter
ALT
3. Product:
THIzA.B: T
T'HA:s;
Js1,89. | [,z - B sy
S9 E‘ T
4. Abstraction:
THXede: T
F'FzA.B:s
3B,s. | Iz te: B
MzABET
5. Application:
L'k fa:T
I'f:z4.B
JA,B. | 'Fa: A
Blz := q] £

Proof. The premise in all lemmata is the validity of I' - ¢ : T" where ¢
is either a sort, a variable, a product, an abstraction or an application.
The goal in all lemmata is that some other terms exist and the type
T is beta equivalent (or identical) to some other type. All lemmata
can be proved by induction on I'=¢: 7.

Note that the betaequivalence X £ T in all lemmata is essential.
Otherwise the proof for the type equivalence rule cannot be passed.

1. Introduction rules: For all generation lemmata only one intro-
duction rule is syntactically possible. The corresponding intro-
duction rule proves the goal trivially. As an example we prove
the generation lemma for products.
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Only the introduction rule for products is syntactically possible.

F"A:Sl
I,z F B : s9
'FA:s,
TFTzA.B sy | Jsa, 8. | T2t Bisy
SQ’ESb

The goal in the lower right corner is proved by using s, = s; and

Sp — S9.

. Structural rules: For each of the generation lemmata and struc-
tural rule the prove is straightforward. Here we prove the gen-
eration lemma for products as an example.

(a) Weaken:
[THA:s
CH1zA.B:T 3s1,80. | T, E B s
TESQ
F-C:s i
z¢T
[:CFA:s,
0,20 FT2A BT | 3sa, 5. | 12928 F B:sy
Tﬁsb

By the induction hypothesis there are some s; and sy which
satisfy the conditions in the square brackets. In order to
prove the goal in the lower right corner and use s, = s; and
sy = s2 and have to prove the following three subgoals:

i. T,y - A : s;: Since T,y¢ is a valid context with
I' C I',y© we can prove the subgoal by the thinning

lemma [5.41

ii. T,2¢, 24 F B : so: The previous subgoal and the vari-

able introduction rule ensures that T, y¢, z

A is a valid

context with T', 24 C T, y©, 2. By the thinning lemma
and the induction hypothesis we prove the current sub-

goal.

iii. T 19 s9: This subgoal is identical to the third proposi-
tion in the induction hypothesis.

53



(b) Type equivalence:

[ THA:s
TFTzA.B:T | 3s1,80. | Tz FBisy
8
_TNSb
I'EU:s
Ty
I'HA:s,
I'FIzA.B: U | 3sq, Sp. Pva’A'_Bisb
i
- NSb

By the induction hypothesis there exist some s; and so
which satisfy the propositions in the square brackets, es-

pecially T' 19 s2. To prove the goal in the lower right corner

we use s, = s1 and s, = s9 and use the fact T' £ U and the
transitivity of beta equivalence.

O
Corollary 5.6. All types in a valid context are welltyped.

Proof. According to the start lemma 'k z: A is valid for each
z4 € T. By the generation lemma for variables there is a sort s
with I' H A : s. Therefore A is welltyped. O

Corollary 5.7. The term U is not welltyped.

Proof. Let’s assume it is welltyped. Then by definition there exists a
context I' and a term 7" such that I' = : T is valid. By the generation
lemma for sorts we get U = P which is not possible. O

Corollary 5.8. A wvalid context has no variable with the type U.

Proof. By[5.6]all types in a context are welltyped and by [5.7] the term
U is not welltyped. Therefore U cannot be the type of a variable in a
valid context. O

Corollary 5.9. All subterms of a welltyped term are welltyped.
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Proof. We prove this corollary by proving that any direct subterm of
a welltyped term is welltyped by induction on the structure of the
welltyped term.

For each possible form of a welltyped term the generation lemma/5.5
for this form states the existence of a context and a type of each direct
subterm, i.e. the direct subterms are welltyped.

Repeating the argument proves that all indirect subterms of a well-
typed subterm are welltyped as well. ]

Corollary 5.10. U cannot be a subterm of a welltyped term. This
implies that terms like A\a.e, A\zA.U, 2" .B or x4 cannot be
welltyped, because they have U as a subterm.

Proof. Assume that U is a subterm of a welltyped term. Then by the
corollary [5.9/¢/ must be welltyped. This contradicts corollary O

5.6 Substitution Lemma
Theorem 5.11. Substitution (cut) theorem.

'a:A
D,z AFt:T
I Alz :=a] F tlx :=a] : T[x := d]

Proof. We assume I' - a : A and prove this theorem by induction on
Iad, At:T.
In order to express the proof more compactly we introduce the
abbreviation ¢’ := t[x := a.
1. Axiom: This case is syntactically impossible, because the context
is not empty.
2. Variable: We have to prove the goal
o', AFB:s |T,A'FB:s
Lz A yPry:B ‘ LA, yB Fy: B

The final goal in the lower right corner follows directly from the
induction hypothesis and the variable introduction rule.

3. Product:
Iz, AFB: s IA'F B : s
D22 AyPHC:sy |T,AyP HC - s9
So =P Vs =s2
Lz, AFTIYBE.C : sy ‘ LA FIyP .C: sy
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The final goal follows from the induction hypotheses and the
product introduction rule.
4. Abstraction:
Lz, AFIIYyE.C : s LA FIyB' O s
et AyPre:C LA yB ke
I z4 A yPe: IyP.C ‘ L,A + M\yB e TIyB .

Same reasoning as above.
5. Application:
Lzd, AF f:IIyB.C LA F 7 IIyB .
Iz4, A+b:B ARV . B
Lo, AFfb:Cly:=b] [T, A'F fb: (Cly :=10])

From the induction hypotheses and the application introduction
rule we conclude

A" 6 Cly =V
and get the final goal by observing
C'ly ==b] = (Cly:=10])
by using the double substition lemma [3.7}
6. Structural rules:
(a) Weakening;:
Lz AFt:T DA T
Iz4, A+B:s A +FB:§
Lo, A yB -t T | T,A yP e T
The goal in the lower right corner can be proved by the
induction hypotheses and the weakening rule.

(b) Type equivalence:
Dad, AFt:T |T,A' T
et AFU:s | T,A'FU - &
rlu
Lo, Abt:U [T, AU
From the theorem [3.16] we conclude that T’ and U’ are beta
equivalent. The goal in the lower right corner is an imme-

diate consequence of the induction hypotheses and the type
equivalence rule.

O]
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5.7 Type of Types

Theorem 5.12. A term in the type position of a context is either U
or it is a valid type of some sort.

I't¢t:T
T=UVIsT+HT:s

Proof. By inductionon I'+¢: T

1

2.
3.

Sort: Trivial
Variable: Trivial by the premise of the variable introduction rule.

Product: Easy, because there are only two sorts. If the sort is
P then by the start lemma 5.3| ' = P : U is valid in any valid
context. If the sort is U then the goal is trivial.

. Abstraction:

['HIz4.B : s
I'z4+e:B
IHAzde: Tz B|3sTHIz B : s

Take s = sg.

. Application:

'-a:A
FI—fa:B[a:::a]‘Els.Fl—B[x::a]:s

L'+ f:1z4.B Jso.T F Iz?.B : s

Remark: Since U # IIz4.B only the second alternative is inter-
esting.

From the induction hypothesis and the generation lemma [5.9
for products we conclude the existence of a sort ss such that
', 24+ B : sy is valid.

By applying the substitution lemma we get I' - Blx :=a] :
so which proves the goal.

. Weaken: The goal is easy to prove by the induction hypothesis

and the weakening rule.

. Type Equivalence:

The goal is a immediate consequence of one of the premises of
the type equivalence rule.

O]
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5.8 Subject Reduction

Theorem 5.13. Subject reduction lemma Reduction of a term does

not change its type.
r=¢:T

tgu

I'kFu:T

Proof. In order to prove the subject reduction lemma we prove the
more general lemma

'kt T

vu.tgiu A VA.ngA
T'tu:T AkFt: T

where T' % A means that A is T with one of the variable types replaced
by a reduced type.
We prove the more general lemma by induction on I' ¢ : T'.

1. Introduction rules:

(a) Sort: If ' is empty and ¢ is a sort, then the goal is vacuously
true because neither the empty context nor a sort can reduce
to anything (they are in normal form).

(b) Variable:

B B
THA:s vB_ A2 B ) A fva, T =80
I'EB:s AgHA:s

Izt kFz: A

(vu z %y ) A (VA.F’:CAgA>
Lol bFu: A Az A
The left part of the goal in the lower right corner is vacously
true because a variable is in normal form and there is no

term to which it reduces.
For the right part we assume T,z % A. There are two
possibilities:
i. A=Ay, z? where I’ £> Ay for some Ag:
In that case we get Ag H A : s from the induction
hypothesis which implies the goal Ag,z4 F z : A.

ii. A=T,2" where A E) B:
In that case we get I' F B : s from the induction hy-
pothesis which implies the goal T', 2" : 2 - B.
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(¢) Product:

3 3
THA:s vo A=C Yy lya =4
I'-C:s A A: s
B A B Ay
Ta*+B:.sy | |vD_ B=>D v [var Lz? = A"
L,z2F D : sy A'F B : sy
Ap B B
THIzAB: sy | (Ve 12 -B 2t ) A [ya = A
THt:so AFT2A.B : s9

i. Left part: We assume IIz*.B g t.
Since products are preserved under reduction (lemma/3.12))

we have either t = I1z¢.B where A g C for some C or
t = [lzA.D where B g D for some D.

In both cases we can derive from the induction hypothe-
ses either I' - C : s; or I,z F D : sy. Therefore
I'FIzC.B: sy or T'FIzA.D : sy is valid trivially.

ii. Right part: Assume I’ % A. From the first induction
hypothesis we get A+ A : s;. From the second induc-
tion hypothesis we get A,z4 + B : sy where we use
A = A, z4. These facts imply A F IIz4.B : so.

(d) Abstraction: Same reasoning as with product.

(e) Application:

8 8
Tk f: 4B 7 Alva__ =4
I'tg:Iz2.B AF f:Tz2.B
8 8
Tha:A AL I 7N S S
T'Fb: A AFa: A
B B
T+ fa:Blz:=a]| vt fa—t A [va I'=>a4a
'Ft: Bz :=a AF fa: B[z := al

i. Left part: Assume fa £> t. We have three cases to
consider.
A. fa LA ga where f LA g:
From the first induction hypothesis we get that g has
the same type as f and therefore ga : B[z := a] is
valid.
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B. fa ﬁ) fb where a ﬁ) b:
From the second induction hypothesis we get I' - b :
A and therefore I' - fa : Blx :=1].
Since B[z := a] is a valid type and because of lemma
we have B[z := a] LA B[z :=b] and therefore B[z :=
b] < Blzx := a]. The subtype rule let us derive
'+ fb: Blx := a] which is identical to the final

goal.

C. (\zh.e)a LA elr = al:

In that case we have to prove
' Az?e: Iz B

'a:A
L'k e[z :=a]: Blx :=d]

We assume I' F Az?e : IzA. B and ' F a : A and
prove the final goal.

Since IIz#.B is not U the type of types lemma [5.12)
states the existence of a sort s such that T' F ITz4. B :
s is valid and then by the generation lemma for
products we get the existence of some sp such that
I',z4 F B : sp is valid which implies by the substitu-
tion lemma [5.11)T' B[z := a] : sp.

According to the generation lemma for abstrac-
tions there are some By and sg with

'+ x4 By : so

Iz Fe: B

Mz By £ a4 B
The second one together with I' F ¢ : A and the sub-
stitution lemma gives us I' F e[z := a] : By[z :=
al.
The third one with the Church Rosser_theorem .16
give B 19 By which by the theorem results in

B[z := a] L By[z := a).

Finally we can convert I' F e[z := a] : By[zr = al,
I' - Blx := a] : sp and B[z := d] £ By[z := a] via
the type equivalence rule into the final goal.

ii. Right part: Immediate consequence of the induction
hypotheses.
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2. Structural rules:

(a) Weaken:
B B
Tht:T Vu 2% ) A (vag._ L= B0
I'u:T AgbHt:T
B B
THA:s _A2B ) (va, B0
I'-B:s AgHA:s
x ¢
tgu F:UAﬁ)A
DA +t:T | [Vu ANVA2 7=
e bFu:T Ak-t:T

i. Left part: Assume ¢ L

From the first induction

hypothesis we get I' - u : T" which derives the final goal
by applying the variable introduction rule.

ii. Right part: We assume I', z4 ﬁ) A and have to distin-
guish two cases.

A A= (Ao,:EA) AT ﬁ) Ag:
In that case we get AgHt: 7T and Ag - A : s from
the induction hypotheses which imply the final goal
Ao,z -t : T by application of the weakening rule.

B. A=(,z5)r 42 B:
In that case we get I' - B : s from the second induc-
tion hypothesis which implies the final goal T, z5 +
t : T by application of the weakening rule.

(b) Type equivalence:

B B
ree:T | (vu t2% Y afva D28
'Fu:T ArFt:T
B
P'FU:s|...A VA.i
AFU:s
Tlu
tgu I’gA
I'kt:U Vu—— "~ | AN|[VA_—__ "=
I'Fu:U AFt:U

i. Left part: Assume ¢ ﬁ) u. Weget ' - u :

T by the

first induction hypothesis. The final goal I' - w : U is
obtained by applying the type equivalence rule.
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ii. Right part: Assume I’ 5 A. From the first induction
hypothesis we derive A - ¢ : T and from the second
induction hypothesis we derive A - U : s. The final goal
A F t: U is obtained by applying the type equivalence
rule.

O]

Corollary 5.14. No welltyped term can reduce to U.

A% u
THFA:T
T

Proof. Assume I' = A : T. By the subject reduction theorem [5.13
(applied zero or more times) we get I' = U/ : T' which contradicts the
fact that U is not welltyped O

Corollary 5.15. No welltyped term can be beta equivalent to U.

I'HFA:T
AL u
T

Proof. Assume I' = A : T. Since A and U are beta equivalent, by
they must have a common reduct and since i/ cannot reduce to any-
thing (it is in normal form) the common reduct must be U.

Because of the previous theorem [5.14] A cannot reduce to U and
we get the desired contradiction. O

5.9 Type Uniqueness

Theorem 5.16. All types of a term are beta equivalent
I'kt:T
'=¢:U
rlu

Proof. By induction on the structure of ¢ using the generation lem-
mata [5.5] The generation lemma for each form of ¢ guarantees the

existence of a term V for which V £ 7 and V £ U is valid. By

transitivity of beta equivalence T' £ U is implied. O
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Theorem 5.17. All types of beta equivalent terms are beta equivalent
t 19 U
I'Ht:T
'tuw:U

Thu

Proof. t L implies by the Church Rosser Theorem the existence

of a term v such that ¢ B—> v and u ﬁ—> v are valid.

By repeated application of the subject reduction theorem we get
I'Fv:Tand T'Fwv:U.

This implies by the previous theorem the validity of T’ 19
U. O

Corollary 5.18. Two types T and U of beta equivalent terms t and
u are either both U or they are types of the same sort.

tm’BJu
'kt T
I'Fu:U

T:U:uv%[FFT”}

'EU:s

Proof. By we get T' 19 U and by the type of types theorem
both are either U or types of some sort.

The mixed cases are not possible since a welltyped term cannot be
beta equivalent to U by

It remains to prove that both being welltyped implies that they
are types of the same sort.

Since both 7" and U are beta equivalent, their sorts have to be beta
equivalent as well by The mixed case that one sort is P and the
other is U is not possible, because P is welltyped (it has type U in
any valid context) and a welltyped term cannot be beta equivalent to

U by Therefore both sorts are either P or U. O

5.10 Kinds

In the section [5.7] we saw that any term T in the type position of a
typing judgement I' - ¢ : T is either U or is a welltyped term whose
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type is a sort. This justifies the statement that sorts are the types of
types.

However the calculus of constructions has dependent types i.e.
there are type valued functions F' which when applied to arguments
return a type i.e. FTa might be a type where T represents a type
and a represents some other welltyped term e.g. a natural number.
In that case F has a type of the form IIXPy4.P. We call such terms
F type functions and their types kinds. A kind is a product where
the final type is a sort. We include in our definition of kinds products
with arity zero i.e. sorts. Type functions with arity zero are types.

Definition 5.19. The set of syntactical kinds K is defined as the set
of terms generated by the grammar

K :=s |z K | 2% K

where s ranges over sorts, K ranges over kinds and A ranges over
terms which are not kinds.

It is also possible to use the equivalent definition: The set K is an
inductive set defined by the rules

1.
se K

A¢K
KeK
IzA. K e K

AcK

KeK
z2. K e K

Theorem 5.20. Every term K which has type U is a syntactical kind

'EK:U
KeK

Proof. By inductionon I' - K : U.

1. Sort:
NFP:U

Trival, because P € K.
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2. Variable: The variable rule deriving I',2¥ F 2 : U is not appli-
cable, because it would require I' = U : s which contradicts the
first generation lemma [5.9

3. Product:

I'FA:s
Iz FB:U |BekK
IFIz?B:U |Iz?.BeK

The goal in the lower right corner is a consequence of the induc-
tion hypothesis.

4. Abstraction:

The abstraction rule deriving I' - A\z4.e : [Tz B is syntactically
not possible, because Iz B # U.

5. Application: In order to apply the rule

I+ f:1z4.B
'a:A
't fa: B[z :=a]

the validity of B[z := a] = U would be necessary. This would
require either B = U or B = x A a = U by lemma [3.6] and both
cases lead to a contradiction.

e B = U: The generation lemma for a product requires
the existence of a sort s with I,z + U/ : s which requires
by the generation lemma for sorts that &/ = P which is not
possible.

e B =1xAa = U: The generation lemma for sorts would
require in that case & = P which is not possible.

6. Weaken: Trivial, because the goal is immediately implied by the
induction hypothesis.

7. Type equivalence: T' - K : U cannot be derived by the type
equivalence rule because the premise I' - I/ : s is not satisfiable

(U is not welltyped by [5.7).
O
Corollary 5.21. Fvery type T of sort P is not a kind.
re=T:pP
T¢K
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Proof. Assume I' =T : P and by way of contradiction T € K.
This imilies by the previous theorem I' T : U and by

theorem P 19 U which is contradictory. O
Corollary 5.22. FEvery welltyped type which is not a kind has type P.
T¢K
I'-T:s
r=7T:P

Proof. Assume T ¢ Kand ' -1 : s.
There are only two sorts, therefore either s = P or s = U has to

be valid. The first case proves the goal. The second case implies by
the theorem T € K which contradicts the assumption 7' ¢ K. [

Theorem 5.23. Every welltyped syntactical kind K has type U.

KeK
'K:T
r-K:u
Proof. By induction on the structure of K
1. Sort s: The validity of I' F s : T implies by the generation
lemma M for sorts s = P and T 2 U. By the type of types
lemma we know that T is either U or it is welltyped and
by the lemma [5.15 we know that no welltyped term can be beta
equivalent to /. This implies T" = U and therefore the goal.
2. zA K: We assume I' - Iz K : T and have to prove I' - TIz4 :
K : U. The generation lemma for products guarantees the
existence of a sort s with T', 24 - K : s. This together with the

induction hypotheses implies T', 24 K : ¢{. By the introduction
rule for products we get T' - ITz4. K : U.

O

Theorem 5.24. Every syntactical kind in the type position of a typing
judgement either is U or has type U.

KeK
'FA: K
K=UVI+-K:U

Proof. By either K =U or I' - K : s must be valid for some sort
s. In the first case the goal is trivial. In the second case the goal can
be inferred from theorem [5.231 O
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6 Proof of Strong Normalization

In this section we prove the strong normalization of the calculus of
constructions i.e. we prove that all welltyped terms have no infinite
reduction sequence which implies that all welltyped terms can be re-
duced to a normal form. The presented proof is based on the proof
of Herman Geuvers in his paper A short and flexible proof of strong
normalization for the calculus of constructions [2].

The article of Herman Geuvers is a scientific paper which assume
some good knowledge of type theory. Here we present the proof in a
text book style which makes the proof more accessible to readers who
are no experts in type theory.

In the last subsection of this chapter we use the proof of strong
normalization to prove that the calculus of constructions is consistent
as a logic i.e. that it is impossible to derive a contradiction in the
calculus of constructions.

The proof of strong normalization is not trivial and spans nearly
the whole part of this chapter. Why is the proof nontrivial?

A naive attempt to prove the strong normalization would be to
prove

I't:T
teSN

by induction on I' + ¢ : T' (where SN is the set of all strongly normal-
izing terms).

This attempt passes a lot of rules of the typing relation. But
it fails at the rule for application. In the rule for application we
have to prove the strong normalization of fa by using the induction
hypotheses that the function term f and the argument term a are
strongly normalizing. The impossibility of this proof step can be seen
by looking at a counterexample.

The term Az.zz is strongly normalizing because it is in normal
form. If we apply the term to any argument we get the reduction

Azt .zz)a 5 aa

If we apply the term to itself we get
Az zz) (et ) LA Az zz) Azt zx)

It is obvious that no normal form can be reached because the reduction
steps can be carried out forever.

67



The problem with this naive approach is that the goal t € SN
gives induction hypotheses which are too weak. The set of strongly
normalizing terms SN is not connected to the type T of the term t.

o Type Interpretation

It is better to find a subset of the strongly normalizing terms
[T] € SN which reflects a set of strongly normalizing terms
which can represent terms of type 7. We call [T] an interpreta-
tion of the type T'. The interpretation of a type shall be chosen
in a way such that

f € [z4.B]

a € [A]
fa € [Blzx = al]

is valid where ITz. B is the type of f and A is the type of a.
o Saturated Sets

In the proof on strong normalization we use saturated sets as
interpretations of types. Saturated sets are sets of strongly nor-
malizing terms which are closed in the sense that they contain all
base terms (strongly normalizing terms of the form zajas...ay)
and that they contain all strongly normalizing terms which re-
duce by beta reduction of a redex in the leftmost position of the
term to a term in the set (key reductions).

These closure conditions are important in the proof. The set of
saturated set will be denoted by SAT. Note that SAT is a set of
sets of strongly normalizing terms.

e Lambda Function Space

Having a type interpretation [A] for the type A and a type in-
terpretation [B] it is possible to form a saturated set

[A] & [B]

which is the set of lambda terms f which whenever applied to
a term a € [A] guarantees that fa € [A] A [B] is valid. Note

that [A] A [B] is a set of strongly normalizing lambda terms
and not a relation. We call such a set of stronly normalizing
terms a lambda function space. We use sets in the form of a
lambda function space as type interpretations of types of the
form IIz*.B.
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This lambda function space solves the problem of proving fa €
[B] from the induction hypotheses f € [A] A [B] and a € [A].

In the previous paragraph we have ignored the detail that the
variable x might be contained in the type B within the product
HzA.B and that each different value of the variable = might
generate a different interpretation [B] of the type B. In the
detailed proof we will see that this fact is important when the
type A of the variable x is a kind. In that case we have to form
the lambda function space

[A] 3 (18]

where for the purposes of this overview we understand that
N, [B] is the intersection of all possible interpretations [B] for
all possible values of x. In the detailed proof we give a precise
definition of this lambda function space. Here we get a first hint
why the closure conditions in the definition of saturated sets are
important. They guarantee that any intersection of saturated
sets is a saturated set.

Type Functions

It is not sufficient to have interpretations [A] of types A. E.g.
a term which represents list L in the calculus of constructions is
not a type. It is a type function of type IILX7.P. We have to find
an interpretation for L as well. But its interpretation cannot be
a saturated set. Its interpretation [L] has to be a mathematical
function which maps saturated sets to saturated sets.

In that case the term LT which represents the type of a list
of elements of type T" where [T] € SAT and [LT] € SAT are
valid. Therefore the interpretation of L must be a mathematical
function which maps saturated sets to saturated sets i.e. [L] €
SAT — SAT. Note that SAT — SAT is a set of mathematical
functions.

Since type functions can be arbitrarily nested, interpretations
for type functions can be drawn e.g from SAT for types i.e.
0-ary type functions, SAT — SAT for unary type functions,
(SAT — SAT) — SAT for unary type functions having a unary
type function as argument, SAT — SAT — SAT for binary type
functions (e.g. pairs), ... to arbitrary depth.
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e Models and Context Interpretations

In the chapter Typing [5| we have shown that kinds are the types
of n-ary type functions where the corner case n = 0 is allowed.
Based on this it is possible to define a function v which maps
any kind K to its appropriate set of models v(K) which is the
set of possible interpretations of terms of type K.

Kinds have the advantage that they can be recognized by pure
syntactical analysis. This makes the definition of the function v
easy.

By looking at the types in a context I' it is decidable whether
the type A of a variable x is a kind or not. A context interpreta-
tion £ = [ajiwl, ..., xMn] is a sequence of models for all variables
in the context whose type is a kind. We say that £ is a valid
interpretation of a valid context I' which we denote by £ E T’
if ¢ associates to each variable in the context which is a type
function a model from the corresponding set v(K) where K is
the type of the variable (which has to be a kind).

o Type Interpretation Function

Based on a valid context interpretation £ F I' it is possible to
define a function [F] ¢r which maps each welltyped type function
F (i.e. not only the variables which are type functions) into a
type interpretation which is in the set v(K) where K is the type
of F.

In the definition of the type interpretation function it is crucial to
map all types to saturated sets i.e. that all types are interpreted
by staturated sets i.e. sets of strongly normalizing terms.

The definition of the type interpretation function is nontrivial
because it has to be shown in each case that the return value is
in the correct set.

Furthermore it has to be proved that the type interpretation
function returns for equivalent types the same interpretation.
This is important because beta equivalent types are practically
the same types. Therefore it is not allowed that they have differ-
ent interpretations. In order to prove this fact we have to show
that substitutions which are the basis of beta reduction and beta
equality are treated in a consistent manner. This prove is non-
trivial either.

o Term Interpretations and Context Models
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In addition to type interpretations £ we add term interpreta-
tions p. Term interpretations or better variable interpretations
are a mapping from variables to terms which are an element of
the type interpretation of the corresponding type i.e. strongly
normalizing terms.

The term interpretation (|¢)), replaces in the term ¢ all free occur-
rences of a variable by its corresponding variable interpretation.

A context model p€ E T is a variable interpretation p and a type
variable interpretation £ which are consistent.

The additional complexity of term interpretations (t[), is neces-
sary to be able to enter binders like Az4.e and Iz4B and get
sufficiently strong induction hypotheses.

o Soundness Theorem

The whole machinery culminates in the proof of the soundness
theorem which states that for all context models with p§ F I' and
all welltyped term ¢ with I' - ¢ : T" we can prove (t)), € [T]-

Since all type interpretations of types are saturated sets i.e. sets
of strongly normalizing terms and there is a canonical interpre-
tation of type variables and the term interpretation which is the
identity function is possible (base terms include variables and
are in all saturated sets) we easily conclude that all welltyped
terms are strongly normalizing.

6.1 Strong Normalization

We start the proof of strong normalization with a definition of the set
of normal forms NF and the set of strongly normalizing terms SN and
prove some properties based on these definitions.

Definition 6.1. The set NF of terms in normal form is the set of all
terms which do not reduce (i.e. which do not have any redex).

vb. aigb
T

a € NF

Definition 6.2. The set SN of strongly normalizing terms is defined
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inductively by the rule

b € SN
a € SN

vb. [“gb

In words: A term a is strongly normalizing if all its reducts b are
strongly normalizing.

We can view the strongly normalizing terms more intuitively in
the following manner.

e A term which is already in normalform i.e. it has no reducts is
strongly normalizing. In hat case all its reducts (there are none)
are vacuously strongly normalizing. l.e. terms in normal form
form the O-th generation of strongly normalizing terms.

e The 1st generation of strongly normalizing terms are terms which
reduce only to terms in normal form.

e The (n+1)th generation of strongly normalizing terms are terms
which reduce only to terms of the nth generation of strongly
normalizing terms.

This intuitive definition defines the terms which are guaranteed
to reduce in at most n steps to terms in normal form. The strongly
normalizing terms are terms which are guaranteed to reduce in n steps
to terms in normal form for some natural number n.

With this intuitive definition we could prove properties of strongly
normalizing terms by doing induction on the maximal number of steps
n needed to reduce to normal form.

However the formal definition is better suited for doing induction
proofs. In order to prove that some term a which is strongly normal-
izing has some property p(a) one can assume that all its reducts have
this property. l.e. we can use an induction scheme similar to rule
based induction.

JaBb |y |ats
b e SN p(b)
a € SN ‘ p(a)

In order to prove the goal p(a) in the lower right corner we can
assume all the other statements especially the induction hypothesis in
the upper right corner.
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Theorem 6.3. All subterms of a strongly normalizing term are strongly
normalizing.

Proof. Sorts and variables don’t have subterms. A product IIz*.B
has the subterms A and B, an abstraction Az .e has the subterms A
and e and an application ab has the subterms a and b. All proofs that

subterms of strongly normalizing terms are strongly normalizing follow
abe SN

the same pattern. Here we prove “LESN which we transform into
the equivalent statement
t € SN
t=ab
Yab. | ———=—
“ [ a € SN ]

and prove by induction on t € SN.

' Jé; t g U
Yu. ;gN Yuaib. | o = ab
we a1 € SN
t=ab

In order to prove the goal in the lower right corner we assume t = ab
and a g a1 and prove a; € SN.

From a 2 a1 we infer ab LA a1b and get the final goal from the
induction hypothesis by using u = a1b. O

Theorem 6.4. A redex is strongly normalizing if its reduct and all
its subexpressions are strongly normalizing.

e € SN
elr :=a] € SN
a € SN
A e SN
(Az?.e)a € SN

Proof. We do induction on e € SN, a € SN and A € SN to get good
induction hypotheses and then prove the final goal.
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e Induction on e € SN:

e g f
B flz :=a] € SN
VF. [‘HS{N VfaA. | 4 e SN
fe A€ SN
(Az4.f)a € SN
elx :=a] € SN
a € SN
e € SN YaA. A€ SN
(Az?.e)a € SN

e Assume e[z := a] € SN and do induction on a € SN:

B b a g b
V. 72 —>SN VbA. | AeSN
< (Az?.e)b € SN
A €SN
a €SN vA. [ (Az?.e)a € SN }

e Induction on A € SN:

B B
v.| A2 B | lyp | A= B
B € SN (A\zP.e)a € SN
A e SN ‘ (Az?.e)a € SN

e Le. we have to prove the goal (Az?.e)a € SN under the following
assumptions e € SN, e[z := a] € SN, a € SN, A € SN and the
following induction hypotheses:

egf

flz :==a] € SN
1. VfaA. | ¢ € SN

A e SN
i (AzA.f)a € SN |

a g b
2. VbA. | A €SN
(Azd.e)b € SN

A% B

3. VB.
(AzB.e)a € SN
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In order to prove the goal (Az.e)a € SN we have to prove

ve. (A\z4.e)a L
c € SN

We assume (A\z?.e)a ﬁ) c. An application can reduce by definition
of reduction only if the application is a redex (which is the case) or
if the function term reduces or if the argument reduces. Since the
function term Az“.e is an abstraction it reduces either if the type of
the argument A reduces or the body e reduces. I.e. we have 4 cases
to consider:

1. (A\z?.e)a LA elx := a]. Trivial. The goal e[z := a] is valid by

assumption.

2. (A\zt.e)a LA (AzA.f)a, where e LA f: In that case we have to
prove the goal
(Az.f)a € SN

by using e ﬁ) f and the above assumptions. We can use the
induction hypothesis 1 to prove the goal. The only thing missing
is a prove of f[z := a] € SN. From the theorem we infer

e[z := al LA flx := a]. Since e[z := a] € SN, all its reducts must
be strongly normalizing by definition of strong normalization.
This completes the proof for that case.

3. (\zl.e)a 5, (AzP.e)a, where A % B: In that case we have to
prove the goal
(AzP.e)a € SN

By using A E> B and the induction hypothesis 3 we prove the
goal.

4. (M\zt.e)a LA (Az?.e)b, where a 5 b: In that case we have to

prove the goal
(Az.e)b € SN

By using a g b and the induction hypothesis 2 we prove the
goal.

O]

75



6.2 Base Terms

Definition 6.5. The set of base terms BT is the set of all variables
applied to zero or more strongly normalizing arguments i.e. terms of
the form za; ... a, where a; € SN for all i. We formally define the set
BT by the rules

1. = € BT where x ranges over variables.

a € BT
2. beSN
ab € BT

Theorem 6.6. All base terms are strongly normalizing.

a € BT
a € SN

Proof. Because a base terms begins with a variable followed by zero or
more strongly normalizing arguments, it has no redex whose reduction
can change the structure. I.e. only the arguments can reduce and they
are by definition strongly normalizing. O

6.3 Key Reduction

Definition 6.7. The key reduction a @5 b is a relation defined by the
rules

1.
(Azt.e)a By elr := al
2.
a%sp
ac % be

Le. a key reduction reduces only a leftmost redex in an application.

Lemma 6.8. Let a &3 b and a g a1 where a1 # b. Then there exists
a term by with aq &3 b1 and b B—> by.

a @{) b

s Lp-

aj & Hbl
~—

£b



Proof. By induction on a % b:
1. (\Aea By elx :=al:
Assume \z.e E) a; and a; # e[z := a]. The goal is to find b;
such that a1 &i by and e[z := a] E) by.
There are 4 cases to consider:
(a) (A\z?.e)a LA e[z :=al:

This case is contradictory because e[z := a] # e[z := a] is
not satisfiable.

() (Az?.e)a LA (AzA1.e)a where A LA Aj: In that case have
(AzA41.¢e)a By elz := a] and we choose b; = e[z := a.

(c) (Az?.e)a LA (AzA.f)a where e LA f:
In that case we have (Az?.f)a By f[x := a] and we choose
by = flz := a]. This is possible because e[z := a] g, flz =
a] by theorem

(d) (M\zt.e)a 5, (Az4.e)b where a Ly
In that case we have (Az4.e)b By e[z := b] and we choose

by = e[x := b]. This is possible because e[z := a] g elx := b
by theorem [3.11]

a&b

Va a — ay
1- ¥
y.a; 25 by A b DS by

ac ﬂ) d
Vd. 3 7
dd;.d # di N bec = d

ac@}bc

We prove the goal in the lower right corner by assuming ac i d
and find some d; with the required properties.

Since a ’% b we know that a is not an abstraction. Therefore we
have two cases to consider:

(a) ac LA ajc where a LA ap:
From the induction hypothesis we postulate the existence of

b1 such that aq @‘) by and b E; b1. We choose di = byc which
satisfies ajc & bic and be ﬁ—> bic.

(b) ac LA ac; where ¢ LA 1
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We choose di = be; which satisfies acy ﬁ bcy and be 6—) becy.
O

Theorem 6.9. Let’s have a E’i b and a and bc are strongly normaliz-
ing. Then ac is strongly normalizing as well.

a%b
a,bc € SN
ac € SN

Proof. Since bc € SN implies ¢ € SN we can prove the equivalent

theorem
a € SN

aﬁib
c € SN
bc € SN
ac € SN

This modified theorem has the advantage that we can do induction on
¢ € SN in the course of the proof.

1. Induction on a € SN:

[ a ﬁ) al 1
B
aq —k> bl
Ya a—a Yaibic.
bic € SN
| aic € SN |
a % b
a € SN Vbe. | €€ SN
bc € SN
ac € SN
2. Assume a 5 b.
3. Induction on ¢ € SN:
B C g C1
V. C_;icslN V. bcp € SN
“ acy € SN
bc € SN
c €SN ac € SN
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We prove the goal in the lower right corner by assuming bc € SN
and prove the final goal ac € SN.

4. In order to prove ac € SN we assume ac g d and prove d € SN
for all d.

Since a & b we know that a is not an abstraction. Therefore
there are only three cases to consider.

(a) ac 2 be where a 2 b: In that case we have to prove the
goal
d = bc € SN

This is trivial since bc € SN is an assumption.

(b) ac g aic where a ﬁ) a1 and a1 # b: We have to prove the
goal
d =ajc € SN

Since we have a % b by lemma there exists a b; such that

al % by and b g b1. Because of bc € SN we have bjc € SN
as well. Therefore all premises of the induction hypothesis
of step 1 are satisfied and we get ajc € SN from it.

(c) ac LA acy where ¢ LA c1: We have to prove the goal
d = ac; € SN

Because of bc € SN we have bec; € SN as well. Therefore
the preconditions of the induction hypothesis of step 3 are
satisfied and the goal is an immediate consequence of the
induction hypothesis.

O

6.4 Saturated Sets

Definition 6.10. A saturated set S is a set of strongly normalizing
terms (i.e. S C SN) which is closed under the rules

1. All base terms are in a saturated set:

be BT
be S
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2. All strongly normalizing terms which keyreduce to a term in the
saturated set are in the saturated set as well:

a € SN
beS
a&b
a€e S

The set of all saturated sets is abbreviated by SAT.

Theorem 6.11. An arbitrary intersection of saturated sets is a satu-
rated set.

C C SAT
NC € SAT

Proof. We have to prove three things:

1. All terms in () C are strongly normalizing:

Since all sets in C' contain only strongly normalizing terms, the
intersection contains only strongly normalizing terms as well.

Note the cornercase (] = SN since SN is the base set.

2. (N C contains all base terms:

Since all sets in C' contain all base terms, the intersection of all
sets in C contain all base terms as well.

3. (N C contains all strongly normalizing key redexes which reduce
to a term in it:
Assume that the term b is in ()C. Then by definition of inter-
section b € S for all S € C. Since all § € C are saturated any

strongly normalizing term a with a ’B—k> b is in all sets S as well.
Therefore a has to be in the intersection () C.

O]

Remark:

For those interested in lattice theory. The set of all subsets
of the set of strongly normalizing terms (i.e. the powerset
of SN) is a complete lattice with intersection and union as
the meet and join operations. The subset relation induces
a partial order.

The function which maps any set of strongly normalizing
terms into a saturated set (i.e. which adds all base terms
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and all strongly normalizing key redexes) is monotonic, in-
creasing and idempotent. l.e. it is a closure map. The
saturated sets are fixpoints of that function.

The fixpoints of such a map form in general a complete lat-
tice which is closed with respect to intersection and union.

6.5 Lambda Function Space

Definition 6.12. If A and B are sets of lambda terms we define the

lambda functions space A 2 B as the set of lambda terms f such that
whenever a is in A then fa is in B.

AX B:={f|Vaac A= fac B}

Theorem 6.13. The lambda function space between saturated sets is
a saturated set.

A € SAT
B € SAT

A BeSAT

Proof. We have to prove three things:

1. All terms in A 2 B are strongly normalizing: Assume f € A A
B. Then by definition fa € B C SN for all a € A. Therefore
fa is strongly normalizing. Since all subterms of a strongly nor-
malizing term are strongly normalizing as well f is strongly
normalizing.

2. A2 B contains all base terms:
We have to prove two things according to the definition of base
terms:

(a) All variables are in A A B
Since B is saturated, it contains all terms of the form za
where a € A, because za is a base term. Therefore = €

A i) B for all variables z.

(b) Ifce A A B where ¢ is a baseterm, then cd € A A B for
all strongly normalizing terms d:
Since B is saturated it contains all terms of the form cda
for a € A C SN, because cda is a base term. Therefore by

definition of the lambda function space cd € A A B.
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3. A B contains all strongly normalizing key redexes which re-
duce to a term in it:

Assume d € A D B, c B 4 and ¢ € SN. We have to prove that
ce A B.

By definition of keyreduction we have ca B da for all a € A and
by definition of the lambda function space da € B C SN.

Since B is saturated, it contains ca provided that ca is strongly
normalizing. ca is strongly normalizing by theorem since

ca % da and da € SN.
Therefore by definition of the lambda function space ¢ € A A B.

O

6.6 Model Set
Definition 6.14. Model Set For K € K we define the model set v(K)

by
v(s) = SAT s is a sort
v(K):={ v(lz4.B) = v(A) —-v(B) A BecK
v(lz?.B) = v(B) A¢KABeK

Definition 6.15. Canonical Model For K € K we define the canonical
model v°(K) by

ve(s) = SN s is a sort
VY(K):={ v°*(Ilz4.B) = e—1°B) A,BecK
ve(lz4.B) = v%(B) A¢KABeK

where e — v is the constant function which maps any argument to
the value v.

The following property of v is convenient:

K eK

'-F: K

'HF:T
TeKAv(K)=v((T)

In order to prove the property we first prove a similar lemma for
kinds.
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Lemma 6.16. The model set of a welltyped kind is the same as the
model set of any beta equivalent welltyped type.

KeK

'K U

F"T:ST

KLT
TeKAv(K)=v((T)

Proof. By induction on the structure of K.

General observation: Since K and T are betaequivalent we get
from theorem [5.18] sy = U and by that 7" is a syntactical kind.
This is valid for all induction hypotheses.

For the induction proof we distiguish three cases:

1. K = s: In that case K has to be P, otherwise it would not be
welltyped.

Using the general observation above we conclude that T is a
syntactical kind. P is the only possible syntactical kind beta
equivalent to P. Therefore T' = P which implies the goal v(T") =
v(P) trivially.

2. K = Iz . Ky: Since T is a syntactical kind betaequivalent to
K it must have the form of a product (a sort is not possible).
Le. T = Iz*.B for some types A and B.

By theorem we get the equivalences K, £ A and Ko g B.
From both induction hypotheses we conclude v(K;) = v(A) and
v(Ks) = v(B).

3. K = z?. Ky (where A ¢ K): By the same reasoning as above
we get T = IIzA7 . B for some types Ap and B with A 19 A7 and
Ky X B.

From the induction hypothesis we get v(K32) = v(B).

Since both A and Ap are valid types and A is not a syntactical
kind, we conclude by using that Ap cannot be a syntactical
kind either.

Therefore we get

v(K) =v(Ky) =v(B)=v(T).
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Theorem 6.17. If a type function F is welltyped (i.e. its type is a
kind), then the model sets of all its possible types are the same.

KekK

I'-F: K

I'HF:T
TeKAv(K)=v((T)

Proof. From we infer T’ 19 U and from we infer that either
both are U or both are types of the same sort.

If both are U, then v(K) = v(T) is valid trivially.

Assume both are types of the same sort i.e. we have I' - K : s and
I'FT:s. Since K is a syntactical kind s = U is valid.

Therefore the assumptions of lemma [6.16] are valid and we infer
the goal by applying the lemma. O

As a next step we prove the fact that the model set of a kind is
not affected by a welltyped substitution.

Theorem 6.18. A type correct variable substitution does not affect
the model set of a kind.

KekK

Lz +K:U
I'Fa:A
v(K)=v(K[z:=a))

Proof. By induction on K € K.
1. s € K: Trivial

2.
B ¢ K
, I_‘,;pA7A,|_K:u
KeK VA’ [ V(Ii) — V((Kz)a[x = a)) }
a* ARy K - U
My". K € K | VA. [ v(IlyP.K) = v((Iy" .K)[z := a]) }

We assume I', 24, A - TIyB . K : U and derive the goal v(IIy? . K) =
v((MyP . K)[z = a).
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From the generation lemma for products we postulate the
existence of sg and sg such that

I x4 A F B:sp

La?, A yP F K:sg

SK g U
This implies sp = P (because B ¢ K and corollary [5.22)) and
SK — U.
Applying the substitution lemma we get

T,24 Alz :=a] - B[z :=d] : P

which by theorem implies Bz := a] ¢ K.
We use A’ = A, yP and derive v(K) = v(K[z := a]) from the
induction hypothesis.

Therefore by the equalities

v(IlyP. K) = v

I
N

I
<
A~~~

we derive the desired goal.

I I’,xA7A FB:U
BeK VA. _ VISB)A:AV,SEB}%[:EU: al) }
KcK VA/._ VEIZ),Z V((KJ)B[Q; = a)) }
Iz AFTly". K : U
My".K € K | VA. | v(ITy”.K) = v((Ty” .K)[z == a) }

We assume I', 24, A - TIy®. K : U and derive the goal v(ITy? . K) =
v((yB.K)[x = a]).
From the generation lemma for products we postulate the
existence of sp and sx such that

T,z A F B:sp

Da? A yP F K:sk

SK g U
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This implies sg = U and sxg = U because of B, K € K and
therorem [5.231

By using A’ = A,y® the preconditions of both induction hy-
potheses are satisfied and we derive the facts

v(B) = v(B[z:=al)

=
=

I
=
=

&

|
2,
~—

Therefore by the equalities

v(lly" . K) = v(B) = v(K)
(Blz :=a]) —» v(K[x := a])
= v(Ily B[I = K[z := a])
((Iy

K[z := a])

I
N

= UV

we derive the desired goal.

6.7 Context Interpretation

Definition 6.19. Context Interpretation: We call € = [z 202 . 2Mn]
an interpretation of a context I' if and only if it satisfies the relation

& E T defined by the rules
1. Empty context

0 =10

2. Term variable
EET

'-A:P
x ¢l
EET, 24

3. Type (function) variable

EET
'-K:U
F¢T

M e v(K)
§,FMET, FK

Theorem 6.20. For every valid context I there exists a unique canon-
ical context interpretation £¢(T") with £¢(T') E T’
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Proof. We construct the canonical context interpretation recursively.

7%
/-2
N
I
7an%
2]
—~
e
8
b
~—
|
753
,Q
—
~

: A¢K
T, zt) = I),2"" W AeK

6.8 Type Interpretation

The goal of this section is to find a function which maps any welltyped
type function F for all types K it can have in a certain context I' into
a value [F[,p € v(K) or U into [U], € SAT. The function is based
on a context interpretation & which assigns to each type variable x of
type A (which is a kind) in the context a model which is an element
of v(A).

Definition 6.21. The type interpretation function [F er must satisfy
the following specification.

EET
I'FF:K . EET
K eK [U]¢r € SAT

[Fler € v(K)

I.e. it has the preconditions

e The context I' has to be valid and £ is a context interpretation
(i,e. EFT).

e [ is either U or it is a welltyped type function (i.e. there exist
some type K € K such that I' ¢ : K is valid).

In the case that I’ is a welltyped type function, then the typein-
terpretation has to be an element of v(T') for all possible types of F'.
If F' is U then the typeinterpretation must be a saturated set.

Definition 6.22. The type interpretation function [[F]]£F is defined
recursively on the structure of F.

Note that by theorem [6.17] we can choose any type of a welltyped
type function to prove the satisfaction of the specification.

1. Sort:
[ser :=SN
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This definition satisfies the specification [6.21] There are two
cases possible.

If s = P then it is welltyped and its type is U and we have
SN € SAT and SAT = v(U).

If s = U then the specification is trivially satisfied.
. Variable:

[#]ep = M
where 2M € ¢.

The precondition £ E I' is possible only if there is a type A such
that #4 € T and I' = A : U is valid. By the start lemma
I' -z : Ais valid and since £ is a valid context interpretation for
the context I" we get M € v(A).

. Product: \
[z Blep = [Aler = In
where
Myrew(a) [Bligaryreay ifAEK

Since a product is not U we have to prove the left part of the
specification

EFT

1248 K

KeK

[Aler > I € v(K)

where I is the type interpretation of B (see above).

From the generation lemma for products we postulate the
existence of the sorts s4 and s such that I' H A : s4 and
I,z F B : sp are valid and sg is beta equivalent to K.

Since products cannot be beta equivalent to sorts by K

must be a sort and the only sort beta equivalent to sp is spg.
Therefore we have K = sp and v(K) = SAT.

In order to prove that [A]. A Iy is a saturated set by theo-
rem it is sufficient to prove that [A] and Ip are saturated
sets.
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(a) [Aler € SAT: The preconditions { FI', ' A : s4 and s4 €
K of the typeinterpretation function are satisfied. Therefore
we can conclude the goal.

(b) Ip € SAT: We have to distinguish two cases:

i. A ¢ K: In that case we have £ £ T',z4 i.e. the precon-
ditions for the typeinterpretation function are satisfied
and we get [B]¢r .y € SAT.

ii. A€ K: By theorem|6.11lit is sufficient to prove [B] ¢ a1 ;4) €

SAT for all M € v(A).
Assume M € v(A). Then &, 2™ ET, 24 i.e. the precon-
ditions of the typeinterpretation function are satisfied
and we infer the goal.

. Abstraction:

Dat.e]ep = [eleran) if A¢ K
&r M — [[e]](f,xM)(F,xA) if Ae K, M e V(A)

Since an abstraction is not U we have to prove the left part of
the specification

EET

I'EXzde: K

KeK

[[AxA.e]]SF € v(K)

By the generation lemma [5.5] for abstractions we postulate the
existence of B and s such that I' FIIz4.B: s, I, 24 F e : B and

K £ 27 B are satisfied.
By the lemma we get [Iz4.B € K and v(K) = v(Ilz*.B).

In order to prove the goal [Az4.e] er € v(IIz*.B) we distinguish
two cases:

(a) A ¢ K: In that case the goal is
[el¢(r,za) € v(B)

Since A is not a kind we have & E T, 2 and therefore the
preconditions for [e] ¢(Io4) are satisfied and the specification
of the typeinterpretation function guarantees the goal.

(b) A € K: In that case the goal is

M — [[e]](£7xlyf)(1-7x,4) c V(A) — I/(B)
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where M € v(A). The function argument is in the cor-
rect domain. Because of &, 2™ E T, 24 the preconditions of
le] (€,6M) (I ,pA) AT€ satisfied and the specification of the type-
interpretation function guarantees that the function maps
its argument to a value in the correct range.

5. Application:

7 _ [ [Fler if '+ a: A for some A ¢ K
[Faler = [Fler([aler) i T a: A for some A € K

where I' - a : A for some A.

Since an application is not & we have to prove the left part of
the specification

EET

'k Fa:K

K eK

[Fa]er € v(K)

e By the generation lemma for applications we postulate
the existence of A and B such that

I'+F:1z2.B
I'Fa:A
KEB[x::a]

are valid. By the lemma we get B[z := a] € K and
v(K) = v(B[z := al]) i.e. we have to prove the goal

[Fa]¢r € v(Blz := al)

e Using the type of types lemma[5.12| we can derive the exis-
tence of some sort s such that I' - IIz#4.B : s is valid. This
implies by the generation lemma for products the exis-
tence of the sorts s4 and sp such that I' F A : sy4, F,acA H

B :spands I3 sp are valid (i.e. s = sp). Furthermore by
the substitution theorem we get I' - Bz :=a] : s.
This implies that K and B[z := a] are welltyped and there-
fore cannot be Y. Since K is a kind, s = U must be valid.
Le. we get

r F A:sy

Iz + B:U

r F 248U
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Because of theorem we have B € K and TIz4.B € K
i.e. F is a type function.

e Since F' is a type function, the preconditions for the type
interpretation are satisfied and we get

[Fler € v(Tz?.B)
o We distinguish two cases
(a) A ¢ K: In that case we have to prove the goal
[Fler € v(Blz := a])
We prove the goal by using the equivalence
v(Blz:=a] = v(B) 618
= y(lzA.B) definition of v

(b) A € K: In that case the preconditions of the type inter-
pretation function for a are satisfied and we get

[a]¢r € v(A)

Furthermore we have [F. € v(A) — v(B) and there-
fore [F¢r([aler is a valid function application with

[Fler(laler) € v(B)

Since typesafe substitution does not change the model
we get by using v(B) = v(B[z := a]) which proves
the goal
[Flery(laler) € v(Blz := a])
Theorem 6.23. Type interpretation treats substitution consistently

EET
I'Fa:A
IaeAFF:K
K ecK

F A A¢K
[Flz :=d]]r = { %Fﬂg(r,x : A i K

Note: Due to the substitution lemma we get I' F Flz := a] :
K[z := a]. A substituted kind remains a kind (easy induction on
the structure of the kind). Therefore the preconditions for the type
interpretation function are satisfied for the substituted term as well.

(€,zlery(r z4)
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Proof. We distinguish two cases:

e AcK: Assume { FT" and I' - a : A and prove the more general
lemma:
Iad, AFF: K
¢ zlder nET, 24, A
K eK
/ —
L emar.an = I g gtoter yr0a )

VK An.

where Y’ is an abbreviation for Y[z := a.
Note: Since the model set function v respects substitution (lemmal[6.18)
the fact &, zl%er 5 T, 24, A implies the fact £, 7 T, A,
We prove this lemma by induction on the structure of F.
1. Sort: Trivial, becaus a substituted sort remains the same
sort and the type interpretation of a sort is always SN.
2. Variable y: We distinguish two cases
(a) y = x: In that case we prove the goal by the equivalence

[N emarany = lalenran
= [[a]]gr
[[x]](f,xﬂa]]ff,n)(F,xA,A)

(b) y # x: In that case we prove the goal by the equivalence

YTenray = Wienwan

Uiealeter ayr,en,)
Since y # x and its type is a kind, the type interpreta-
tion by definition depends only on ¢ and 7.
3. Product IIy®.D: We have to prove the goal
IaA AFIIyC.D: K
¢ zlder pET, 24, A
KekK
C / _ (¢
[[(Hy D) ]](g,n)(I‘,A/) - [[Hy -D]](&x[[a]]grm)(pij’A)

VK An.

We can use the two induction hypotheses:
et AFC:se
¢ aller T 2t A

(a) VscAn. se €K

[[(C),ﬂ (&n)(D,A7) = [[C]] (5@[[”]]51“ N (T,z4,A)

92



I,z Ap+D:sp

¢, zlder nET, 24 Ap

sp eK

(DY T mpyr,ar) = [PLe ploder )y oa ap)
We prove the goal below the line by assuming all statements
above the line and use the equivalence

(b) VspApnp.

[y DYl e myran = Lo A I
= I¢ A> Ip see below
= [[HyC'D]](&xllﬂ]].grm)(nxA,A)
where

Ie = [Cemr.an

Ic = C]](&I[[aﬂgr,n)(nxA7A)

Ipo = Nyewe) [Pg )y eanye Cek

Ip = mNeu(C) [[D]](&x[[a]]gr7T],yN)(F’IA7A’yC) Cek

Ip = [D)emmarye C¢K

Ip = [Pl loder yrpaa g0 C¢K

We still have to prove Icr = I and Ip = Ip.

Ior = I¢ follows immediately from the first induction hy-

pothesis. In order to prove Ip, = I'p we have to distinguish

two cases:

(a) C ¢ K: Consequence of the second induction hypothesis
by using np =1 and Ap = A, y°.

(b) C € K: Consequence of the second induction hypothesis
by using np = 1,y and Ap = A, y°.

. Abstraction \y©.e: We have to prove the goal

Ied, AFXCe: K

g alder nET, 24, A

K eK

[[()‘yc'e)/]](g,n)(F,A’) = [[)‘yc'e]](gyz[[a]]grm)(p,xA’A)

VK An.

We can use the two induction hypotheses
Iad AFC:se
& altler T2t A

(a) VscAn. se €K

[[(C),ﬂ (&n)(D,A7) = [[C]] (5@[[”]]51“ N (T,z4,A)
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a4 Acke: K,

g zlder nET, 24, A,

K. eK

[©)Tieneyr.an) = [e] (6,219 )T 24 AL
We prove the goal below the line by assuming all statements
above the line and distinguish two cases:

(a) C ¢ K:

(b) VKA.

[[(Ayc-e)/]](g,n)(r,&) - [[e/]](é,n)(F:A/)

¢ (&xﬂaﬂgrzn)(rvych)
[[)‘y 'e]](g,x[[“]]ﬁr,n)(F,A)

In this equivalence we used the definition of type in-
terpretation for abstractions and the second induction
hypothesis with n, =7 and A, = A.

(b) C e K:

[ ) emmay = I = € emr.an
ev(C”)

= N €]
—~~

ev(C)
= O]

(,aller g yN ) (1O, A,yC)

(¢ aller py(r,a)

In this equivalence we used the definition of type inter-
pretation for abstractions, v(C") = v(C) by and
the second induction hypothesis with 1. = 7,y and
A, = A, yC.

. Application: We have to prove the goal
a4, AFGh: K

g alder pET 24 A
K eK

[[(Gb)/]](g,n)(F,A’) = [[Gb]] (§7zﬂaﬂgr7n)(p71A7A)

VKA.

We assume all statements above the line and prove the final
goal under the line.

From the generation lemmal5.5]for applications we postulate
the existence of B and C such that

Iz4 A F G:IIyB.C
I,z A b: B

E
. B
Cly:=b ~ K
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are valid. Since C[z := a] is a kind, C and IIy”.C are kinds
as well. Therefore we get the induction hypothesis for G

a4 AFG: Kg

¢ aller pET 24 A

KgeK

[[(G)/]](;n)(F,A’) = [[G]] (5@[[“1]51“ ) (T,z4,A)

VKgAn.

We distinguish two cases:

(a) B¢K:
[[(Gb)/]](g,n)(r,A/) = [[G/]](é,n)(FvA/)
= [[G]](wﬂaﬂsr,n)(r,xA,A)
= [GY]

(gl ler my (24,0
where we used the definition of type interpretation for
applications and the induction hypothesis for G.

(b) B € K: In that case we get an additional induction
hypothesis for b:

Iz4 A+-b:B

galder pET 24 A
B eK

[[(b)/]](f,n)(l“w) = [0] (&,219er ) (1 .24,7)

VBAn.

and prove the goal by the equivalence

(GO emran = G enman BT emnman)
= [[G]] (@xﬂa]],gr )(T,z4 A) ([[b]]
= [Gb]

<s,cc“aﬂsf,n><nmf*,m)
(€zller )T 24,n)

where we used the definition of type interpretation for
applications and both induction hypotheses.

e A¢K: Assume { FT'and I' F a : A and prove the more general
lemma

I AFF: K

EnET 24 A

K eK

[T emyr.an = e mr.a)

VKA.

The proof is practically the same as the proof for the case A € K
except that zloder is never needed, because A is not a kind and

95



therefore a is not a type function. The variable case is even
simpler, because the variable cannot be x (the type of x is not a
kind).

O

Theorem 6.24. Type interpretation respects reduction

rta
€ET
'FF: K
KeK

HF]]gr = [[G]]gr

Proof. By induction on F 5% G. The only interesting case is the case
of a redex. In all the other case the reduction does not change the
toplevel structure of the term and the goal can be derived from the
induction hypotheses and the definition of type interpretation.
Therefore here we prove only the redex case i.e. we prove

(A\z4.e)a LA elr = al
EET

I'FXzde: K

K eK

[[O@Af)a]]gr = [e[z = @]]]gr

We distinguish two cases:
1. A ¢ K: We prove the goal by the equivalence
[[(AxA'e)a]]gr = [[e]]g(r,xA)
= [l = allr
We have used the definition of type interpretation for applica-
tions and abstractions and theorem [6.23]
2. A € K: We prove the goal by the equivalence
[[(AfUA-e)a]]gr = (M = [e]e ) laler)
Mev(A)
L] ¢ ateterr o)

= [elz:= a]]]gr

We have used the definition of type interpretation for applica-
tions and abstractions and theorem [6.23]
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O

Theorem 6.25. Fquivalent type functions have the same type inter-
pretation

Fla

EET

'-rF:K

'-G:s

KeK

[[F]]gr = [[G]]gr

Proof. By induction on F G. The reflexive case is trivial. The
forward and the backward cases can be proved by the corresponding

induction hypothesis and theorem O
Theorem 6.26. The type interpretation of a type is a saturated set.
EET
'-T:s
[T]er € SAT

Proof. The type interpretation function satisfies the specification

[T]er € v(s) = SAT

6.9 Term Interpretation

Definition 6.27. A wvariable interpretation p is a list of variables
which associates to each variable a term. No duplicate variables are
allowed.

t
p= {:1:1 ,xQ,...,xn"

Definition 6.28. A term interpretation (ul), replaces each free vari-
able x in the term u with the term t when x' € p, otherwise leaves the
variable unchanged.

( (s =8
(), = tm itheerzvise
b= (MhB), = Matr (B,
(Azte]), = Mxl4e(e),qm
( (ab), = (a),(0),
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A term interpretation is just a parallel substitution of the free vari-
ables in a term. In the following we use only variable interpretations
which contain all variables of a context and apply it only to terms
which are welltyped in a context.

6.10 Context Model

Definition 6.29. Context Model: We call a variable interpretation p
and a context interpretation £ (i.e. £ FT') a model of a context which
we write

pEET
when p and I" have the form
r = [m?l,...,xfz"]
p [xll ) I x%n]

where ¢; € [A;]p for all i € {1,... ,n}.

6.11 Soundness Theorem

Theorem 6.30. Let p€ be a model of the context I' and I' =t : T
a valid typing judgement. Then the term interpretation (t), is an
element of the type interpretation [T']p.

I'k¢:T
p§ ET

(Do € [TTer
Proof. By induction on the structure of ¢.

1. Sort: We have to prove the goal

I'kEs:T
pEET

(sDp € [Ter
From the generation lemma [5.5] for sorts we get

s=P
Tlu
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and prove the goal by
(P)p=P € SN = [[u]]gr = [[T]]gr

and using the fact that type interpretation respects beta equiv-

alence [6.25]
. Variable: We have to prove the goal

Tha:T
pEET

(2Dp € [T]er

From the generation lemma for variables we postulate the
existence of A and s with

and prove the goal by

(z)p =1t € [Aler = [T]er
where 2! € p and we used the definition of p£ F I' and the fact
that type interpretation respects beta equality
. Product: We have to prove the goal

I+FIzAB: T
pEET
(Oz?.B), € [T]er

From the generation lemma for products we postulate the
existence of the sorts s, and s, with

I'A:s,
I,z4F B:s
Tﬁsb

We can use the induction hypotheses
r-A:17,

(a) VI'Tup€. | pEET
(ADp € [Taler
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Iy B: 1T
(b) VTuTopeo- | Po&e F L'

(B, € [Tole,r,
The final goal is ([lz4.B), € [T]er = [seler = SN which
requires the subgoals

(A), € SN
(B)par € SN

The first subgoal is proved by the first induction hypothesis by
using T, = 84.

The second subgoal is proved by the second induction hypothesis
by using

Iy = I'zA

Ty = s

py = p,z*

¢ £ A¢K

b £ AeK
. Abstraction: We have to prove the goal

IFXzde: T
p§ ET

(Aete), € [T]¢r

From the generation lemmal5.5]for abstractions we postulate the
existence of the type B and the sort s with

FFIzA.B:s
Iz Fe:B
T2 11248

We can use the induction hypotheses
'-A:17T,
(a) VI'Tup€. | pEET
(ADp € [Taler
Teke: T,
(b) VTeTepebe- | pebe F Ie
(leDp. € [Tele.r,
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We have to prove the final goal

(Aa?e), € [Tl = Mzt Blep = [Aler > In

[[B]]g(r,xA) A¢K
Nureveay [Bliesaryrzay A€K

By definition of A we have to prove

where Ip = {

(Azte),a € Ip

for all a € [A]¢p.
From the second induction hypothesis we infer

(eDpze € [[B]]ﬁe(FJ?A)

with & = Z:,.Z'M j i E M € () because (p, z4)E, E T, 24,
since a € [A]p.

This is true for all M € v(A), if A € K. Therefore we infer from
the second induction hypothesis

(e)pee € In

for all a € [A]¢p.

Since Ip is a saturated set it includes all strongly normalizing

terms ¢ with ¢ % (€e])pze. By definition of B% and term interpre-

tation we have
(|)\xA.e|)pa ()\quDP.Qer,x:c)a

(€l ponlz := al
(|6’|)p7xa

TR

Therefore it remains to prove that (Az(4Ds.(e|), ,=)a is strongly
normalizing. This can be proved by theorem [6.4] provided that

(a) (A), € SN: This can be infered from the first induction
hypothesis, because (A, € [Tu]¢r and the type of A must
be a sort whose type interpretation is the set of strongly
normalizing terms.

(b) a € SN: Since a € [A];r and A is a type we infer from
theorem that a is in a saturated set which by definition
has only strongly normalizing terms.
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(c) (e)paelx := a] = (e)pze € SN: We have already inferred
from the second induction hypothesis (], e € Ip. Since Ip
is either a type interpretation of a type or an intersection of
type interpretations of a type and saturated sets are closed
with respect to intersection, Ip is a saturated set which by
definition contains only strongly normalizing terms.

(d) (eDpze € SN: Because [A], and type interpretations of
types are saturated and saturated sets contain all base terms,
we have © € [A]p. Therefore (p,2%)& F ', 24 which im-
plies the goal.

. Application: We have to prove the goal

(falp € [T]er
under the assumptions

' v fa:T
p§ E T

From the generation lemma 5.5 for applications we postulate the

existence of the types A and B such that
I v f:Iz%.B
' v a:A
T £

Furthermore we have the following induction hypotheses avail-
able:

where

By using the theorem [6.23| the theorem |6.25 and T 19 B[z := a]
we have to prove the goal

o Bl AgK
(£Dollab, € Ter = LBl := a))ler = { Blicotterypan) A €K

We distinguish two cases:
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(a) A ¢ K: The goal follows immediately from the induction
hypotheses and the definition of A

(b) A € K: From the induction hypotheses and the definition
of X we get

M e v(A)

M TTDp0ad, € [Blgamyran

and from the specification of the type interpretation we get

[a]er € v(A)

which finally proves the goal.

6.12 Strong Normalization Proof

Theorem 6.31. All welltyped terms are strongly normalizing.

I't+¢:T
t € SN

Proof. Assume I' ¢ : T, ie. T' = [z1 : Ay,...,zn : Ay is a valid
context.

By theorem 5 := &°(I) is a valid interpretation for the context
I’ with EET.

We can form a context model
p§ET

where
T ]

— [t
p=la" ...,z

Then we have by the soundness theorem [6.30
t=(t), € [[T]]gr € SAT

which proves the goal because type interpretations of types are satu-
rated sets [6.20] and saturated sets contain only strongly normalizing
terms by definition. O
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6.13 Logical Consistency

Logical consistency of the calculus of constructions means that it is not
possible to prove contradictions in the calculus. Since a contradiction
implies everything we can state logical consistency as It is not possible
to prove every proposition.

Via the Curry-Howard correspondence we interpret types as propo-
sitions and terms of a type as a proof of the proposition which cor-
responds to that type. In the calculus of constructions terms of the
type IIX7.X are functions which map every type X into a proof of
that type.

Therefore in the calculus of contructions logical consistency means
that there does not exist a term ¢ of type ILX.X in the empty context.

It is important to use the empty context here because a context
I = [xfl, e ,x;?”] is a sequence of assumptions and it is perfectly
possible to make contradictory assumptions e.g. having fHXP'X
one assumption. In such a context f is a term of type ILX7.X.

In the previous section we have proved that all welltyped terms
in the calculus of constructions are strongly normalizing. I.e. all
welltyped terms can be reduced to their normal form. Therefore it is
sufficient to prove that in the empty context there exists no term in
normal form which has the type IX7.X.

as

Lemma 6.32. All welltyped terms in normal form are either sorts,
products, abstractions or base terms.

Proof. We prove the goal by induction on the structure of ¢.

1. For sorts, variables, products and abstractions there is nothing
to do, because they fall trivially into one of the alternatives.

2. It remains to prove that a welltyped application in normal form
is a base term. Assume I' - fa : T and fa € NF.

By the generation lemma for applications we postulate the
existence of the types A and B such that I'F f : IIz#.B.

The first induction hypothesis states that f falls into one of the
categories.

However it cannot be a sort nor a product, because neither of
them can have a type equivalent to I1z4.B.

f cannot be an abstraction, otherwise fa would not be in normal
form. Therefore f can only be a base term.
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If f is a base term, then by definition of base terms fa is a base
term as well, because a € NF C SN.

O]

Theorem 6.33. There are no welltyped terms in normal form which
have the type IIXF : X in the empty context.

I+t IXP.X
t € NF
T

Proof. We assume t € NF and [ - ¢ : [IX”.X and derive a contradic-
tion.

1. By the previous theorem t has to be either a sort, a product
an abstraction or a base term. ¢ cannot be a sort nor a product,
because they cannot have a type equivalent to a product (the
only valid type of both are sorts). It cannot be a base term,
because a base term has a free variable in the head position and
we are in the empty context (only closed terms).

Therefore ¢t must be an abstraction, say AyZ.e.

2. By the generation lemma [5.5] for abstractions we postulate the
existence of a type C such that [X7] e : C and IIX7.X £
X7 .C which imply X 2 C. Therefore we have

(XPFe: X

and e must be in normal form.

3. e cannot be a sort nor a product nor an abstraction, because
the type of the first two must be a sort and the type of the last
must be a product. Neither a sort nor a product can be beta
equivalent to a variable.

Therefore e must be a base term. There are two possibilities:
4. e is a variable, say y:
In that case we have y = X, because X is the only free variable

available. By the generation lemma for variables we get P 2
X which is not possible.
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5. e has the form yay,...,a, with n > 0: We get y = X as well for
the same reason. Since y is in a function position its type must
be beta equivalent to some product IIy?.C. However its type is
P which cannot beta equivalent to a product.

O
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